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Using the Framework for Processing Video developed by Osama Masoud at the University of Minnesota, this study sought to identify and analyze distractions to the driver both within a vehicle as well as outside. A dashboard–mounted camera uses infrared light bursts to identify the pupil of the driver’s eye. The software then tracks the relative position of the eye and pupil to make observations about the driver’s gaze. The research also includes a method for measuring the driver’s response to traffic and interactions between the driver and vehicle itself. The results will be used to study distractions to the driver and its affect on driver behavior in real road conditions.
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Executive Summary

This project involved using a dashboard-mounted camera to monitor the direction a driver is looking. This was done by using the Framework for Processing Video developed at the University of Minnesota by Osama Masoud. The monitoring software works by first finding the lips on the driver’s face using color analysis. Then, the skin color of the driver can be sampled and a face region is generated. The largest holes in this region are the lips and eyes. Once the eyes are found, the software finds the darkest pixels in the eyes and marks these as the pupils. The software uses the relative positions of the eyes and pupils to make statements about the gaze direction. The software uses a multi-tiered tracking algorithm to keep track of the eyes once they are found.
CHAPTER 1
INTRODUCTION

DRIVER FATIGUE

Driver monitoring is a growing area of interest in computer vision. Researchers are using vehicle-mounted cameras to measure some aspects of the driving experience. Most of this research has focused on detecting signs of fatigue. Detecting driver fatigue is done primarily by tracking the driver’s eyes and detecting blinks. Long blinks are signs of a driver experiencing fatigue. Several robust systems have been developed and are explained in [1], [2], [3], and [4].

DRIVER DISTRACTION

Beyond detecting fatigue, an important role of driver monitoring is detecting driver distraction. Distraction qualifies as any behavior on the part of the driver that negatively affects driving performance. Activities like adjusting the radio and talking on the cell phone are obviously distractions. Less obvious distractions can be objects outside the vehicle like pedestrians and billboards. A strong system for predicting driver distraction based on cognitive tasks is described in [5]. Research in this area indicates that many objects in a vehicle are more distracting than some might think. In [6], researchers describe how distracting a car stereo can be.
DRIVER MONITORING

To aid detection of driver distraction, driver monitoring can encompass tasks such as detecting where the driver is looking and what the driver is doing. By watching the direction a driver is looking, one could potentially determine dangerous driver behavior like gaze fixation on the dashboard or changing lanes without checking mirrors. By watching the activities of the driver, one can determine if the driver is talking on a cellular phone or if he/she is adjusting the radio. These activities could constitute dangerous distractions for a driver. These types of driver monitoring have not been as heavily researched as detecting driver fatigue.

A critical piece of all driver monitoring is finding the driver’s eyes and tracking them. In [7], a system for finding eyes is described that uses infrared light bursts to find the eyes. This system is robust, but requires a special camera. In [8], researchers use color predicates to find a skin region and use the holes in that region to find the eyes. This method works well and requires no special equipment. Once the eyes and other facial features have been detected, there is some work to be done to determine the gaze direction. A mathematical model is described in [9] that allows a three-dimensional model of the driver’s gaze to be determined. In [10], a good gaze direction system is described that does not depend on previous knowledge of the vehicle layout.

Beyond the field of computer vision, there are other interesting methods for driver monitoring. In [11], a method for measuring the workload a driver is dealing with is described. This system uses the motions of the steering wheel to make statements of how quickly a driver is responding to traffic. Other similar systems could be integrated into an automobile for fully monitoring the interactions between the driver and the vehicle.
It is the purpose of this work to develop systems for monitoring both driver gaze direction and driver activities using vehicle-mounted cameras. These systems could be used to study how drivers behave in real driving environments.
CHAPTER 2

DESCRIPTION OF THE PROBLEM

The tasks undertaken for this project are twofold: tracking a driver’s gaze to determine the current focus and monitoring the activities of the driver to find specific behaviors. Each of these tasks offers challenges of its own. In order to determine gaze direction, one needs to find the driver’s eyes. There are various methods to do so and each offers its own benefits. Also, finding gaze direction can require knowledge of the positions of other parts of the driver’s face and head.

The activity-monitoring piece of this project is also difficult. Instead of using a head-only camera angle, this piece used a side view. A side view of a human body presents many more inconsistencies than a head-only view. For example, if one wishes to track the driver’s hand, one must determine some criteria for tracking the hand in all its possible configurations. Also, the behaviors to be detected must be well defined in order to be detected. For this project, it was decided to detect a sample activity and show the potential for detecting further activities.
CHAPTER 3

DETECTING GAZE DIRECTION

SOFTWARE FRAMEWORK

This project was developed using Visual C++ and an application called Framework for Processing Video (FPV) developed at the University of Minnesota by Osama Masoud. This application is a movie viewer that allows frame-by-frame processing of images. It was decided to use this software because it allows easy access to movies without needing to learn a specific camera and hardware configuration. One limitation of the software is that it does not currently support live video processing.

SOFTWARE DESIGN

The first step taken to detect gaze direction was the detection of the driver’s lips. This was done by finding the largest region in the image that fits a color predicate. This predicate is a range of color values that correspond to human lips. Once the lip region is found, the corners of the mouth are stored to later find the gaze direction.

In order to find the eyes, the software uses the size and position of the mouth. It searches for the eyes in an area three mouth-widths wide and between one and two mouth-widths above the top of the mouth region. The eyes are found by searching this area for dark regions. If the two largest regions are symmetrically positioned along the x-axis, then the eyes have been found. Then, by using this rough guess, the pixel center is
found by selecting the darkest pixel in the eye region. Now, a corner of each eye is found by searching between the two pupils for a dark pixel.

The above process is used for initially finding the mouth and eyes. However, once the first frame is processed, these features can be easily tracked. A simple tracking algorithm was used for tracking the mouth. Using the previous three frames, an average change of position is found for each feature point of the mouth. The software finds the mouth as normal, but then this is limited by the previous average change in position. The farther the new change is from average, the more it is weighed toward the average. This means that changes of twice the average or larger are instead made equal to the average. The result of this mouth tracking is a nearly constant mouth size.

Because of the mouth tracking, the eye positions can be found accurately enough that eye tracking proved minimally important. An attempt was made to track the eyes by detecting large changes in feature position and seeking the closest dark pixel to the previous feature position. This method shows no difference from normally finding the eyes based on mouth position.

Once the eye corners and pupil centers are known, the gaze direction can be calculated. At this stage in the project, it was decided that a 3D construction of the gaze direction is not necessary for estimating the target of the gaze. This is based on the fact that relatively few targets are important (dashboard, windshield, side mirrors, and rear mirror) and these gaze trajectories can be found without complicated calculations.

In order to determine the gaze of the subject, average distances between the pupil and eye corners are used. Each set of distances represents a gaze position. Whichever gaze position has the least variance from the detected positions is said to be the detected
gaze direction. Then, a small amount of tracking is done to avoid noise in the results. In cases where the current gaze number differs from the previous direction, the previous will be used if its position distances are similar to those found.
CHAPTER 4

DETECTING DRIVER ACTIVITIES

For this project, it was determined to initially detect any activity that involved the car stereo. To do this, a region of interest is defined in the source images. This region is bounded around the car stereo in the image. Then, if this region is significantly disturbed, the activity is “detected.” To determine if the region is disturbed, the software watches the average pixel values in the region. When the region is disturbed, the average pixel value rises. This is caused by color difference between the dark radio and the human skin. At each frame, if a disturbance is detected, the system signals that the radio is being adjusted.

In some cases, the driver may be performing some activity that results in the stereo region being disturbed, but is not adjusting the stereo. If this is detected as a stereo activity, this would be a false positive. With the current software, false positives also occur when a sunspot drifts into the radio bounding box due to movement of the camera.
CHAPTER 5

ISSUES AND CHALLENGES

FRAMEWORK LIMITATIONS

One challenge that arose early in this project was expanding the FPV software to allow complicated manipulation and analysis of source images using common computer vision algorithms. The software does not provide these functions itself, so work was done early on to implement them. It was quickly determined that this would take far too long, so a new solution needed to be found. Instead, the researchers used OpenCV and IPL, open source image tools developed by Intel, to process the images. These packages provided all the functions necessary to complete the project.

AUTOMATIC INITIALIZATION

Another challenge that was found early was that of automatically initializing the software. Many computer vision tools rely on a hands-on initialization phase for determining feature points in the image. The researchers wanted this software to work without such a step, so color was chosen as the basis for selection. The researchers found a range of lip colors that allowed quick retrieval of the mouth region without finding too much noise in the image. After the mouth was found, the project originally tried to find the eyes by testing the pixels near the mouth for color. Then, the software created a face region by finding colors similar to those around the mouth. In [10], this allowed the researchers to find the eyes by looking at the holes in the region. In this project, the face
region was not useful. Instead of a nicely connected region, the process resulted in a region that was full of holes wherever shadows or specular spots occurred. To fix this problem, the researchers chose to guess at the eye locations based on the mouth width.
CHAPTER 6

RESULTS

GAZE DETECTION

The software described above accurately finds a driver’s gaze approximately 85% of the time. This is based on a single sample movie with a driver gazing in all the desired directions. In Figure 5.1, a view of the application is provided that shows the movie used. The movie was taken outdoors under realistic lighting conditions. The chief result of this is that the drivers face has shadows and specular white spots that the software must deal with.

Figure 5.2 shows a similar pose but now the software is tracking the eyes and mouth. “X”s can be seen on the image in the locations that are found. Figure 5.3 shows the driver looking at the rearview mirror and the features still being tracked.

Figure 5.4 shows the application running after some time and displaying a gaze history. This history shows the gaze direction that is detected plotted over time. Each colored segment on the history refers to a specific gaze direction. Figure 5.5 shows a close up of the gaze history itself.

The 15% failure rate of this application was due to two types of errors. First, the application may fail to find the eyes at all. Second, the application may have detected the gaze direction incorrectly. Most of these errors occurred rarely and only for one or two frames in a row. The most significant error, which lasted for 39 frames and accounted for 6 of the 15 percent, occurred when the driver turned his head to look at the passenger side.
mirror. First, the software detected the gaze correctly, then due to tracking errors, it began to miscalculate the gaze. Finally, it could not track the driver’s gaze at all. Figure 5.6 shows the driver gazing at the passenger side mirror and the software failing to find his gaze correctly.
Figure 6.1 Driver gazing at road

Figure 6.2 Features being tracked
Figure 6.3 Driver gazing at rearview mirror
Figure 6.4 Showing gaze history

Figure 6.5 Close up of gaze history
Figure 6.6 Failing to find gaze
ACTIVITY MONITORING

The activity monitoring software successfully detects when the driver manipulates the radio in every case where more than just a single finger enters the radio area of the image. Figure 5.7 shows the driver adjusting the radio and the software indicating this by drawing an “X” over the radio bounding box. In Figure 5.8, the driver is adjusting the radio but the software does not detect the event because the disturbance in the bounding area is too low. Over the course of the test video, only a single false positive detection occurs. Figure 5.9 shows this occurring when a bright sunspot enters the radio area.
Figure 6.7 Radio activity is detected
Figure 6.8 Radio activity is not detected
Figure 6.9 Radio activity is falsely detected
CHAPTER 7

FUTURE WORK

STORING GAZE POSITIONS

A possibility for expanding this work is shown in [7], which describes a method for storing gaze positions in a histogram. The peaks in the histogram are assumed to be the desired gaze targets like mirrors and windshield. This process allows for differences in camera placement and driver height because the hard-coded gaze locations are no longer necessary. A drawback of this option would be the real-time usability of the system. If the software must wait until after the driver is done driving to report gaze history, it would be nearly useless. If instead the drivers had to perform some initialization steps each time they started the system, this would be more useful, but most drivers would be unlikely to use the system at all.

ROBUST EYE TRACKING

Another possibility is to enhance the current eye tracking so that large turns of the head will not cause the system to fail to find the gaze direction. To aid this, a robust eye tracking module could be added. A strong eye tracker is described in [8] that uses a multiphase design to track the eyes. Each phase tries to find the current position of the eyes based on the previous locations. If a phase fails, it passes the process along to the next slower but stronger phase. If the tracker fails entirely, the software simply uses the original eye finding routine. The current version of the software does not use any eye tracking because it was not needed 90% of the time.
EXPANDED ACTIVITY MONITORING

The next phase of this project will attempt to expand the activity-monitoring software. Currently, one single activity is detected. In future releases of this software, it should be possible to categorize driver behaviors and track them over time similarly to the history that is displayed for gaze monitoring. Additionally, enhancements need to be made to the activity-monitoring software. At the current time, the video used to detect activities is taken from a camera positioned outside the vehicle. This has led to changing position of the radio in the image. The result is that the bounding area of the radio is much larger than the radio itself, and the monitoring software is less sensitive than it could be. The first step to fix this issue is to take video of the activity with a firmly mounted camera. In the next generation of this software, an omni-directional camera will be mounted to the ceiling of the vehicle. This camera would then move with the vehicle and allow a variety of activities to be detected.

DETECTING FALSE ACTIVITY

A further enhancement that would be made possible by a firmly mounted camera is the detection of false positives in activity detection. To eliminate some cases of false positives, the software will check to see if too many pixels in the region of interest are affected. For example, if the driver reaches past the radio to open the glove box, every pixel in the region might be changed drastically. Because adjusting the stereo is unlikely to cause such a drastic change, the software notes the occurrence but states the strong possibility of a false positive. Cases of sunspots, like the one occurring in the test video, will be eliminated because the radio bounding region will be smaller and will not drift.
CHAPTER 8

CONCLUSION

The application developed for this project successfully finds the gaze direction of a driver 85% of the time. When errors did occur, the system never failed to find the gaze direction again and continue on. The software reports a history of the driver’s gaze in real-time. This tool could easily be used for a driver warning system similar to those in most fatigue detection systems. Whenever a driver’s gaze seems fixated on a position other than the road, the system could warn the driver to pay attention.

LIMITATIONS

The system does fail to detect the driver’s gaze if the driver’s head is turned to either side. This means that whenever a driver turns his/her head to view out either of the side windows, the software cannot find the driver’s eyes. However, the software could still warn the driver in such a situation. Because the driver is not watching the road, any gaze fixation that occurs to either side is potentially dangerous. Since the system can find the driver’s gaze when their head is forward, a long period of non-detection is a strong sign of dangerous driving.

KEY SUCCESSES

While this system does have limitations, two key successes were made. First, the software was built on an application that allows easy entry for developers who are not familiar with graphics hardware. The FPV software provides an easy-to-use, Windows-
based shell that programmers can use to implement vision applications. This project will serve as an example for future researchers wishing to work on the FPV platform.

Second, this application succeeds in finding gaze direction in realistic lighting conditions. Most computer vision applications are tested in strict lighting conditions that eliminate most shadows and provide no bright specular spots in the images used. This application not only surpassed such conditions but also used shadows as visual cues to find the corners of the eyes.

Despite its limitations, this process shows great promise for detecting what goes on in a moving vehicle. Using an application like this, researchers can design vehicles and components that minimize the danger involved in driving.
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