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#### Abstract

Automatic traffic data collection can significantly save labor work and cost compared to manual data collection. However, automatic traffic data collection has been one of the challenges in Intelligent Transportation Systems (ITS). To be practically useful, an automatic traffic data collection system must derive traffic data with reasonable accuracy compared to a manual approach. This project presents the development of a multiple-camera tracking system for accurate traffic performance measurements at intersections. The tracking system sets up multiple cameras to record videos for an intersection. Compared to the traditional single-camera based tracking system, the multiple-camera one can take advantage of significantly overlapped views of the same traffic scene provided by the multiple cameras such that the notorious vehicle occlusion problem is alleviated. Also, multiple cameras provide more evidence of the same vehicle, which allows more robust tracking of the vehicle. The developed system has mainly three processing modules. First, the camera is calibrated for the traffic scene of interest and a calibration algorithm is developed for multiple cameras at an intersection. Second, the system tracks vehicles from the multiple videos by using powerful imaging processing techniques and tracking algorithms. Finally, the resulting vehicle trajectories from vehicle tracking are analyzed to extract the interested traffic data, such as vehicle volume, travel time, rejected gaps and accepted gaps. Practical tests of the developed system focus on vehicle counts and reasonable accuracy is achieved.
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Executive Summary

In Intelligent Transportation Systems (ITS), traffic performance measurements or traffic data collection has been a challenge. The collected traffic data is necessary for traffic simulation and modeling, performance evaluation of the traffic scene, and eventually (re)design of a traffic scene. Video-Based traffic data collection has become popular in the past twenty years thanks to the technology advancements in computing power, camera/vision technology and image/video processing algorithms. However, manual data collection by human inspection of the recorded video is traditionally used by traffic engineers. Such a manual approach is very laborious and costly. Therefore, in past years, automatic traffic data collection has become an important research topic in ITS. Automatic traffic data collection for highways has become available now and even commercial tools have been developed today. However, due to much more complicated traffic scenes and traffic behavior, automatic traffic data collection for intersections and roundabouts has been left behind.

The proposed project is to develop a multiple-camera tracking system for automatic accurate traffic performance measurement for roundabouts and intersections. Traditional tracking system employs a single camera for traffic performance measurements. Compared to the traditional single-camera system, a multiple-camera one has two major advantages. One is that multiple cameras provide overlapped view coverage of the same traffic scene from different angles, which may significantly alleviate the vehicle occlusion problem. Also, multiple cameras provide multiple views of the same vehicle giving additional evidence of the vehicle, which allows robust vehicle tracking hence improves tracking accuracy.

The proposed multiple-camera tracking system consists of three processing modules, camera calibration, vehicle tracking and data mining. For calibration of multiple cameras, the main difference from that of a single camera is that a common world coordinate must be selected for multiple cameras. In this project, we extend the traditional method for single-camera calibration based on vanishing points to accommodate multiple cameras. The key of the extended method is the setup of a square or rectangular pattern such that parallel lines are available to allow the traditional method to derive vanishing points. The distance estimations using the calibration results are shown to be above 90% on average.

Once the camera is calibrated, the next processing module in the developed traffic data collections system is to process the videos to allow vehicle tracking. Compared to vehicle tracking with a single video from a single camera, vehicle tracking with multiple cameras has some similarities but also significant differences. In our vehicle tracking module, the first step is to segment objects based on the Mixture-of-Gaussian (MoG) algorithm. In MoG, each pixel is modeled probabilistically with a mixture of several Gaussian distributions (typically 3 to 5), and each background sample is used to update the Gaussian distributions, so that the history of pixel variations can be stored in the MoG model. Latest light and weather changes can be reflected by updating the mean and variance of MoG. Hence, the sensitivity and accuracy of vehicle detection is highly improved compared to traditional techniques. Another very important advantage of MoG is its robustness against camera shaking, which is one very practical problem that affects tracking accuracy. With segmented objects, we perform image processing, such as noise filtering, to refine the objects. Then, all potential objects are transformed from the image
coordinate to the world coordinate, followed by object extraction and validation. Subsequently, the extracted objects from multiple cameras are all checked for correspondence based on overlap, as two objects from two different cameras should ideally overlap exactly if they are the same object. This step of vehicle correspondence is not a problem in a single-camera system but a very important one for a multiple-camera system. Once objects from different cameras are corresponded, they are used to create potential vehicles for the current image frame with their states (which describes the vehicle’s 3D details including position and speed in the world coordinate, shape, size, etc.). The next step is to associate the created potential vehicles at current image frame to existing vehicles tracked so far up to the previous image frame. This association is again based on overlap between potential vehicles and existing vehicles in our system design. To facilitate this association, we used Kalman filtering techniques for prediction of the states of existing vehicles in the current image frame from the previous image frame. We consider mainly three types of associations between potential vehicles and existing vehicles, namely one potential vehicle to one existing vehicle association, one potential vehicle to multiple existing vehicles association, and multiple potential vehicles to one existing vehicle association. Each type of association could possibly have multiple scenarios to consider, and each scenario requires a different scheme of updating existing vehicles using potential vehicles, which is the last step of the vehicle tracking module. We did not consider the case of many potential vehicles associated to many existing vehicles in order to simplify the vehicle tracking confusion. So finally, the existing vehicles that had been tracked up to previous frame can now be tracked to the current image frame. The vehicle tracking module generates the outputs as vehicle trajectories for all vehicles that have been detected and tracked by the module. The accuracy of these vehicle trajectories ultimately determines the traffic data accuracy.

Given vehicle trajectories from the vehicle tracking module, the next processing module of the traffic performance measure system is to mine the vehicle trajectories to automatically extract interested traffic data, including vehicle volume, vehicle speed, acceleration/de-acceleration behavior, accepted gaps, rejected gaps, follow-up time, lane change and so on. In our system design, we focus mainly on vehicle counts for all directions of traffic at an intersection. To find a vehicle’s moving direction, we detect how its x and y coordinates in the world coordinate change throughout its lifetime in the camera views.

The developed traffic performance measurement system is currently implemented in combined C programming languages and MATLAB software running on personal computers. Also, a local test laboratory is setup at the intersection of W Arrowhead Rd and Sawyer Avenue and the intersection of W Arrowhead Rd and Arlington Avenue in Duluth, MN. Two cameras are set up for each intersection, giving two videos for the same intersection from two different sites. We have performed extensive testing of the system using offline videos recorded for the intersections. The automatically extracted traffic data have been compared to ground truth data that were manually collected by inspecting the video and it was found that the automatically extracted traffic data are reasonably accurate with up to 90% accuracy, which is an improvement compared to a single-camera system based on our experience. It was also found that the main factors that affect the accuracy are relatively poor vehicle detections from vehicle segmentations and neglect of some complex types of vehicle associations in the vehicle tracking algorithm.
Chapter 1. Introduction

1.1 Traffic Data Collection and Different Methods

Traffic performance measurements or traffic data collection has been an important topic in Intelligent Transportation Systems (ITS). Traffic data, such as vehicle count, vehicle speed, acceleration/de-acceleration behavior, accepted gaps, rejected gaps, follow-up time, lane changes and so on, are vitally important for understanding driver behavior, simulation and modeling of traffic, performance/safety evaluation of the traffic scene and eventually design/redesign of a traffic scene. In literature, there are many technologies or techniques for traffic data collection, such as inductive loop, microwave radars, sensors or cameras. Each method has its strength and weakness. For example, whereas the inductive loop technique is mature and well understood, its installation requires pavement cut and also the accuracy decreases when a large variety of vehicle classes are to be detected. Microwave radar, whereas it is easier to install and could measure speed directly, has difficulty when detecting stopped vehicles. Small and portable sensor devices that can be easily installed on the ground without pavement cut are being developed to allow efficient vehicle detection and counting. Another emerging technology is vehicle-based sensor networks, which collects data by locating vehicles via mobile phones or Global Positioning System (GPS) devices over the entire road network. But this technology has raised many concerns about drivers’ privacy and it also requires devices installed in all vehicles.

The type of data that can be collected also varies between these methods. Whereas most methods could produce vehicle count and speed, not all of them could classify vehicle type or be employed for multiple lane detection. Table 1.1 shows traffic output data and communication bandwidth of typical technologies. Their equipment costs and lifetime can be found in Table 1.2. Those data gives us a glimpse of how to choose appropriate technology given available budget and desired traffic data to be collected. As it is seen from Table 1.1, regarding the most variety of traffic data that could be collected, video image processor is the winner. This is a very important advantage for some complex traffic scenes such as a roundabout or an intersection for which there are many traffic data specifications that are interesting to the traffic engineers in order to fully assess the performance of the traffic scene. For example, traffic performance measurements for highway target mostly vehicle volume, vehicle speed and lane use, but for roundabouts or intersections, other measurements such as origin-destination pairs, waiting time and gap size are needed as well.

1.2 Camera-Based Vision System

Camera-based vision systems have been applied for traffic data collection since 1970s. However, in the early days, collection of traffic data are achieved by human inspection of the real-time video or an offline recorded video. Even today, the manual approach is still very popular, especially for traffic data collection of complex traffic scenes such as roundabouts and intersections. For example, in [1] and [2] pre-recorded videos are inspected to collect vehicle counts at roundabouts. While the manual approach gives more accurate traffic data, it is very laborious and costly. Therefore, in recent years automatic traffic data collection has become one of the active research areas in ITS, in order to reduce cost and improve efficiency.
Table 1.1: Traffic output data and communication bandwidth of available sensors [3].

<table>
<thead>
<tr>
<th>Sensor technology</th>
<th>Count</th>
<th>Presence</th>
<th>Speed</th>
<th>Output data</th>
<th>Classification</th>
<th>Multiple lane, multiple detection zone data</th>
<th>Communication bandwidth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inductive loop</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>Low to moderate</td>
</tr>
<tr>
<td>Magnetometer (two axis fluxgate)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>Low</td>
</tr>
<tr>
<td>Magnetic induction coil</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>Low</td>
</tr>
<tr>
<td>Microwave radar</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>Moderate</td>
</tr>
<tr>
<td>Active infrared</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>Low to moderate</td>
</tr>
<tr>
<td>Passive infrared</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>Low to moderate</td>
</tr>
<tr>
<td>Ultrasonic</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>Low</td>
</tr>
<tr>
<td>Acoustic array</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>Low to moderate</td>
</tr>
<tr>
<td>Video image processor</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>Low to high</td>
</tr>
</tbody>
</table>

Table 1.2: Equipment cost of some detectors [4].

<table>
<thead>
<tr>
<th>Unit Cost Element</th>
<th>Lifetime (years)</th>
<th>Capital Cost ($1000)</th>
<th>Cost Date</th>
<th>O&amp;M Cost ($1000)</th>
<th>Cost Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inductive Loop Surveillance on Corridor</td>
<td>5</td>
<td>3-8</td>
<td>2001</td>
<td>0.4-0.6</td>
<td>2005</td>
</tr>
<tr>
<td>Inductive Loop Surveillance at Intersection</td>
<td>5</td>
<td>8.6-15.3</td>
<td>2005</td>
<td>0.9-1.4</td>
<td>2005</td>
</tr>
<tr>
<td>Machine Vision Sensor on Corridor</td>
<td>10</td>
<td>21.7-29</td>
<td>2003</td>
<td>0.2-0.4</td>
<td>2003</td>
</tr>
<tr>
<td>Machine Vision Sensor at Intersection</td>
<td>10</td>
<td>16-25.5</td>
<td>2005</td>
<td>0.2-1</td>
<td>2005</td>
</tr>
<tr>
<td>Passive Acoustic Sensor on Corridor</td>
<td>10</td>
<td>3.7-8</td>
<td>2002</td>
<td>0.2-0.4</td>
<td>1998</td>
</tr>
<tr>
<td>Passive Acoustic Sensor at Intersection</td>
<td>10</td>
<td>5-15</td>
<td>2001</td>
<td>0.2-0.4</td>
<td>2002</td>
</tr>
<tr>
<td>Remote Traffic Microwave Sensor on Corridor</td>
<td>10</td>
<td>9-13</td>
<td>2005</td>
<td>0.1-0.58</td>
<td>2005</td>
</tr>
<tr>
<td>Remote Traffic Microwave Sensor at Intersection</td>
<td>10</td>
<td>18</td>
<td>2001</td>
<td>0.1</td>
<td>2001</td>
</tr>
<tr>
<td>Infrared Sensor Active</td>
<td>6-7.5</td>
<td>2000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Infrared Sensor Passive</td>
<td>0.7-12</td>
<td>2002</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CCTV Video Camera</td>
<td>10</td>
<td>9-19</td>
<td>2005</td>
<td>1-2.3</td>
<td>2004</td>
</tr>
<tr>
<td>CCTV Video Camera Tower</td>
<td>20</td>
<td>4-12</td>
<td>2005</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
On the other hand, thanks to vast technology advancements in cameras, computing powers (both software and hardware), and image processing algorithms, automatic traffic data collection subject to acceptable accuracy using camera-based vision systems has become possible. In literature, there has been a significant amount of work on automatic traffic performance measurements for highways using camera-based vision systems. Systems developed for highway scenes are relatively mature and successful thanks to the relatively simple moving patterns of vehicles and simple performance measurements such as volume and speed. Some representative work can be found in [5-9]. In the following, we will not go into detail for the developed systems for highways. Instead, we focus on systems that are developed for traffic performance measurements at roundabouts and intersections, as these traffic scenes are more challenging.

The most popular approach to traffic performance measurements for intersections is based on detection of vehicles, for instance using loop detectors, radars or sensors. Recently, in [10], an approach using wireless sensor networks is proposed for traffic performance estimation at intersections. For each way of the intersection, a sensor is placed in each lane. When a vehicle drives through the sensor, the timing is recorded in the sensor’s log. Then, the logs of all sensors are analyzed offline to estimate the vehicle turning volume. While the detection part could be accurate using sensors, however, a number of issues exist. First, there is inherent ambiguity in the process of analyzing the logs. As shown in [10], depending on the specific timings of the vehicles, some vehicle trajectories would be mis-associated. Second, the major limitation of the system is that it can only estimate traffic performance measurements like vehicle turning volume. Other performance measurements, such as vehicle speed, waiting time, accepted and rejected gaps, lane use and origin-destination pairs for roundabouts, may not be handled. A very similar project and developed system based on detection using sensors is also reported in [11].

The alternative approach to traffic performance measurements is based on tracking of vehicles using video processing techniques. Compared to detection based approach, tracking-based approach is more like a direct measurement approach, which is more versatile in terms of traffic performance measurements. In tracking-based approach, what is ultimately desired is the moving trajectory of each individual vehicle from its entrance to the scene until its exit, as this gives comprehensive information that can be used for all types of traffic performance measurements. Video-Based approach has another advantage that it can also be manually inspected to collect ground-truth data for comparison purposes as well. Some commercial camera-based vision systems such as Autoscope [12] and Miovision [13] are available today for automatic traffic performance measurements. Autoscope can be used in different traffic scenes, however its main purpose is to set up a video-based detection or monitoring system for traffic engineers while producing limited performance measurements such as vehicle count and vehicle speed. Miovision is restricted to vehicle turning count for intersections though continuing research work is ongoing. Also, Miovision does not sell the software, but sells time to process submitted video clips.

1.3 Overview of a Multiple-Camera Tracking System

In tracking-based systems using camera-based vision systems, the accuracy of traffic performance measurement is directly proportional to vehicle tracking accuracy, the improvement of which is of most importance. In the above-mentioned video-based systems and also in our
past project [14], vehicle tracking is achieved by processing a video from a single camera. Although it is found that the accuracy of traffic performance measurements is encouraging (on average 70-90%), there are some problems not adequately resolved, mainly due to limited view of a single camera. When combining multiple camera views to obtain a joint tracking, it is typically much better than single-camera tracking as they can provide adequate view coverage of the traffic scene of interest and also multiple views of the same vehicle provide additional evidence of the vehicle which allows robust vehicle tracking and possibly significant alleviation of vehicle occlusion. Therefore, recently there are attempts to design systems to track vehicles using videos from multiple cameras, called multiple-camera tracking systems. Developing such a multiple-camera tracking system is also the main target of this project. Note that here, we do not strictly differentiate whether the multiple-camera tracking system is to be operating in real-time or offline, as the conceptual design in either case is mostly the same, except that the real-time operation of a multiple-camera tracking system would typically has much more stringent requirement on execution time of the system. In the following, we review some previous work on multiple-camera tracking system and motivate our proposed system developed in this project.

In general, reported multiple-camera tracking systems differ mainly in terms of what measurements each camera produces and how the overall measurements from multiple cameras are fused for a joint tracking. Dockstader presented a multiple-camera tracking system for multiple interacting persons in motion [15]. Each camera independently tracks persons using 2-dimensional (2D) semantic features, and then these features are collectively integrated using a Bayesian belief network with a topology that varies as a function of scene content and feature confidence. The network fuses measurements from multiple cameras by resolving independency relationships and confidence levels with the graph, thereby producing the most likely 3D state estimate of persons. Tyagi proposed an interesting method for direct 3D tracking using multiple cameras in smart rooms [16]. However, the tracking algorithm relies on color histogram of the objects, which works well in indoor environments. Our experiments show that it is not well extended to vehicle tracking in Intelligent Transportation Systems (ITS) as colors of vehicles are not apparent depending on weather and size of the vehicles. Bhuyan’s multiple-camera tracking system uses a shape-based tracking algorithm for each camera and then fuses the tracking results from multiple cameras by a simple linear weighting scheme [17]. The shaped-based tracking algorithm may not be suitable to outdoor vehicle tracking, as vehicle sizes and shapes may change significantly during the course. Another multiple-camera tracking system recently proposed in [18] tracks vehicles using a region-based algorithm and then fuses the region measurements from three cameras in real 3D world. This system has been applied only to highway scenes. An alternative multiple-camera tracking system proposed in [19] uses multiple cues (such as color, shape and region) for vehicle tracking and then fuses the region measurements from multiple cameras to jointly estimate the 3D state of the vehicle. This system has been applied to outdoor tracking and reported reasonably accurate results.

All the above-mentioned systems set up their multiple cameras to provide significantly overlapped view of the targeted traffic scene so that a vehicle at any time is very likely to appear in the views of multiple cameras and not only vehicle occlusion may be significantly alleviated, but also multiple views of the same vehicle gives more evidence for robust vehicle tracking. There are also many multiple-camera tracking system targeting covering a large area of traffic scene (such as arterial roads) with each camera taking care of part of the scene. Not any two cameras have overlapped views, but has two consecutive cameras placed along the traffic scene.
For example, Dixon’s multiple-camera system does so [20]. It tracks vehicles using a set of space-time sheets and the data fusion problem is expressed as a graph optimization problem using network flows [20]. Finally, it should be noted that most systems discussed above do not involve traffic performance measurements, but only tracking itself. Another tracking system for people counting is proposed in [21], however only multiple positions of a single camera are explored, which is essentially a single-camera system.

![Diagram of a multiple-camera tracking system](image)

**Figure 1.1:** Processing flow of a multiple-camera tracking system (result from each step is shown in italics).

For most of the multiple-camera tracking systems discussed above, the processing flow is shown in Figure 1.1. In the following, for simplicity, we suppose there are two fixed-location cameras set up for the traffic scene of interest. The two-camera tracking system tracks vehicles in basically four steps. First, each camera needs to be calibrated. The transformation from the real-world position \((x_w, y_w, z_w)\) to the image position \((Q_x, Q_y)\) is formulated as

\[
\begin{bmatrix}
  x_c \\
  y_c \\
  z_c \\
\end{bmatrix}
= \begin{bmatrix} T_{11} & T_{21} & T_{31} \\
  T_{12} & T_{22} & T_{32} \\
  T_{13} & T_{23} & T_{33} \end{bmatrix} \begin{bmatrix} x_w \\
  y_w \\
  z_w \end{bmatrix} + \begin{bmatrix} T_{41} \\
  T_{42} \\
  T_{43} \end{bmatrix},
\]

\[
Q_x = \frac{x_c}{z_c} f, \quad Q_y = \frac{y_c}{z_c} f
\]

(1)

where the rotation matrix and the translation vector are called the homogeneous transformation \(T\) and \(f\) is the effective focal length. Camera calibration is to find out \(T\) and \(f\). Suppose the transformation and focal length is respectively \(T\) and \(f_I\) for camera I, and \(S\) and \(f_S\) for camera II.
Then, the following equations are obtained between the image position \((Q_{1x}, Q_{1y})\) from camera I, \((Q_{2x}, Q_{2y})\) from camera II and the real-world position \((x_w, y_w, z_w)\)

\[
Q_{1x} = \frac{x_w T_{11} + y_w T_{21} + z_w T_{31} + T_{41}}{x_w T_{13} + y_w T_{23} + z_w T_{33} + T_{43}} f_T = \frac{x_{c,1}}{z_{c,1}} f_T, \quad Q_{1y} = \frac{x_w T_{12} + y_w T_{22} + z_w T_{32} + T_{42}}{x_w T_{13} + y_w T_{23} + z_w T_{33} + T_{43}} f_T = \frac{y_{c,1}}{z_{c,1}} f_T
\]

\[
Q_{2x} = \frac{x_w S_{11} + y_w S_{21} + z_w S_{31} + S_{41}}{x_w S_{13} + y_w S_{23} + z_w S_{33} + S_{43}} f_S = \frac{x_{c,2}}{z_{c,2}} f_S, \quad Q_{2y} = \frac{x_w S_{12} + y_w S_{22} + z_w S_{32} + S_{42}}{x_w S_{13} + y_w S_{23} + z_w S_{33} + S_{43}} f_T = \frac{y_{c,2}}{z_{c,2}} f_S
\] (2)

Second, the 2D measurement from each camera is extracted, for instance, the position measurement \((Q_{1x}, Q_{1y})\) or \((Q_{2x}, Q_{2y})\) in equation (2). Typically, object segmentation is performed first before extraction.

Third, the 2D measurements from two cameras corresponding to the same vehicles need to be associated. For example, the problem is to determine whether position \((Q_{1x}, Q_{1y})\) from camera I and \((Q_{2x}, Q_{2y})\) from camera II correspond to the same vehicle. This correspondence initialization or tracking initialization is an important step of a multiple-camera tracking system. One can achieve tracking initialization by solving a constrained linear least-squared problem formulated as follows [19]

\[
\min_{[x_w, y_w, z_w]} \begin{bmatrix}
    f_T x_{c,1} - Q_{1x} z_{c,1} \\
    f_T y_{c,1} - Q_{1y} z_{c,1} \\
    f_S x_{c,2} - Q_{2x} z_{c,2} \\
    f_S y_{c,2} - Q_{2y} z_{c,2}
\end{bmatrix} 
\quad \text{subject to } z_w > 0 \] (3)

where the symbols are defined in equation (1) and (2) above. The sum of errors is minimum when all vehicles in the view of camera I correctly find their correspondences in camera II. Note that a constraint is added since the moving object in real 3D world always has a non-zero height and this constraint helps remove the vehicle shadow on the ground plane whose height is zero.

Fourth, after the measurements from both cameras are properly corresponded from the previous step, the 2D measurement results from two cameras are fused to estimate 3D states of vehicles. Suppose the 3D state of a vehicle is denoted by \(X_k = [x_w, y_w, z_w, x_w', y_w', z_w']\), where \(k\) is the time index and \([x_w', y_w', z_w']\) the speed of the vehicle. Then, the dynamic equation related to the state vector \(X_k\) is \(X_{k+1} = \emptyset_k X_k + W_k\), where \(\emptyset_k\) is the transition matrix and \(W_k\) the white noise. The combined measurements are denoted by \(Z_k = [Q_{1x,k}, Q_{1y,k}, Q_{2x,k}, Q_{2y,k}]\) (assuming the two position measurements are corresponded) where \(k\) again is the time index. \(Z_k\) is related to \(X_k\) with the following equation

\[
Z_k = [Q_{1x,k}, Q_{1y,k}, Q_{2x,k}, Q_{2y,k}] = h_k(X_k) + V_k
\] (4)

where \(V_k\) is assumed white noise with known covariance matrix and \(h_k\) a non-linear function that projects the 3D state \(X_k\) to the image measurements \(Z_k\). This dynamic equation is non-linear, therefore Extended Kalman Filtering (EKF) can be used to estimate \(X_k\). The EKF uses a linearization of the equations about the current best estimate of the state to produce minimum mean-squared estimates of the next state. Other advanced filters, such as unscented Kalman filter and particle filter, can be used as well [15-19].
Subsequently, the 3D states of a vehicle at all-time moments are composed to derive the vehicle trajectory. Note that the accuracy of these vehicle trajectories ultimately determined the accuracy of collected traffic data. Accuracy of vehicle trajectories mainly depends on the intelligence of the vehicle tracking algorithms, which is a hot research area in ITS.

After all vehicle trajectories are available from vehicle tracking, they are finally processed to extract traffic performance measurements. This step does not depend on the number of cameras used in the tracking system. Also, this step does not incur any accuracy loss.

It can be seen that the two-camera tracking system provides additional evidence on the state of a vehicle, therefore allowing more robust tracking of the vehicle. Also, multiple cameras can significantly alleviate the problem of vehicle occlusion and hence improve tracking accuracy. The accuracy could improve from on average 80% for the conventional single-camera system to 95% as reported in some literature work [15-20]. In addition, the multiple-camera tracking approach allows 3D tracking of the vehicles, therefore 3D measurements of vehicles such as width, length and height.

1.4 The Proposed Multiple-Camera Tracking System

In this project, we propose the development of a multiple-camera tracking system for automatic traffic data collection system for roundabouts and intersections. The system targets roundabouts and intersections because no mature data collection systems exist for these traffic scenes yet in contrast to highway scenes. With the proposed multiple-camera tracking system, limited view and vehicle occlusion can be addressed to an adequate extent compared to conventional single-camera-based video systems.

The processing flow of the proposed multiple-camera tracking system is similar to the one shown in Figure 1.1, however details differ from previous systems at each step. Some major differences are as follows. First, we propose to extend the traditional calibration method for a single-camera system to accommodate multiple-camera system by using a square template from intersections. Second, we process each video from an individual camera in the world coordinate instead of the image coordinate as in previous systems, so that vehicle correspondence initialization can be simplified based on overlap of objects from different cameras. Third, the proposed multiple-camera tracking systems includes a data mining module to extract traffic data after vehicle trajectories are obtained from vehicle tracking, which makes the proposed system more useful to traffic engineers. Finally, the proposed multiple-camera tracking system targets intersections, which is not addressed in previous works. Also, the proposed system can be extended to roundabouts though intersection is the main focus of this project.

1.5 Organization of the Report

In the following chapters, we describe in detail the developed multiple-camera tracking system for automatic and accurate traffic performance measurements of roundabouts and intersections. We consider that the proposed system consists of three modules, the camera calibration module, the vehicle tracking module and the data mining module.
• In Chapter two, we describe the camera calibration module and present an extended approach for efficient calibration of multiple cameras for intersection traffic scenes.
• In Chapter three, we describe the vehicle tracking module and present the vehicle tracking algorithm in detail.
• In Chapter four, we describe the data mining module and the algorithms for traffic data collection.
• Finally, conclusions are given in chapter five.
Chapter 2. Camera Calibration of Multiple Cameras

As introduced and motivated in Chapter 1, the goal of this project is to develop a multiple camera-based vehicle tracking system for automated collection of traffic performance measurements. For any camera-based video system in ITS, whether there is only a single camera or multiple cameras, camera calibration is always the pre-requisite. The purpose of camera calibration is to establish the projection relationship between the vehicle in the real world and those in the images so that a distance in the 2D image space can be mapped to a real-world distance in the 3D world. Then, vehicle speed and vehicle sizes can be identified.

While there are well established methods for camera calibration of a single camera, camera calibration of multiple cameras could be more challenging. When developing a calibration method for multiple cameras, one desired feature is that the method should be simple to use yet accurate in terms of distance estimation. In this project, we extend the simple parallel-line-based method previously used for camera calibration of a single camera to accommodate multiple cameras. In the extended method, a rectangular region in the road is used as a simple calibration pattern, which specifies the common unique world coordinate system. Then, each camera is first separately calibrated using the traditional parallel line based method and the two parallel lines should be from the rectangular region. The parallel line based method would give the focal length, tilt angle and pan angle of each camera, however the assumed world-coordinate in the parallel line method does not align with specified common world coordinate defined in the rectangular region. Therefore, we then perform a post-optimization by minimizing the projection error for the selected rectangular region so that the coordinate shifts between the assumed world coordinates for each separate camera and the common unique world coordinate for all cameras are computed. Such a post-optimization is done for each camera. Finally, all cameras will have the projection relationship between their image coordinates and the common unique world coordinate.

The rest of the Chapter is organized as follows. Section 2.1 gives an introduction of previous methods for camera calibration of single and multiple cameras. Section 2.2 describes the extended method for camera calibration of multiple cameras in detail. Section 2.3 presents experimental results of the extended method tested on real-world intersection scenes. Finally, conclusions are drawn in Section 2.4.

2.1 Introduction and Previous Work

Camera calibration is to estimate the camera’s perspective information from images of real-world objects. It is a well-grown field in computer vision and many techniques for camera calibration have been proposed [22]. According to the dimension of calibration objects, they can be classified into four categories, 3D reference object based calibration (using orthogonal planes) [23], 2D-plane based calibration (using planar objects) [24][25], 1D-line based calibration (using a set of collinear points) [26], and 0D calibration (or self-calibration) that does not use any calibration object [27].

Due to widespread use of camera-based vision systems in ITS for video recording, traffic monitoring and surveillance, camera calibration has also become an important topic in ITS. The
extracted camera parameters are typically necessary for estimation of vehicle speed [28], object classification and tracking [29], etc. In [30], camera calibration is also used for resolving vehicle occlusions. However, camera calibration in ITS is different from that in computer vision. In computer vision, accurate camera calibration, which is to fully extract both the intrinsic and extrinsic parameters, mostly requires the use of well-designed patterns (such as a 2D check board [24-25]) to be placed in the field of view of the cameras and multiple images of the pattern from different orientations [31]. However, such patterns are seldom available for camera calibration of traffic scenes in ITS. Therefore, camera calibration in ITS applications usually will not (and can not) calibrate all intrinsic parameters such as focal length, principal point, skew, aspect ratio and radial distortion [31]. In ITS applications, camera calibration of practical traffic scenes mostly considers only one intrinsic parameter, focal length. As shown in [31], with the restriction to consider only one intrinsic parameter (focal length) and to have constant aspect ratio, known principal point, no skew and distortion, the re-projection error is still acceptable. If an elaborate intrinsic model of all intrinsic parameters is indeed necessary, it can be calibrated a priori as in computer vision applications [22-27][31].

On the other hand, in recent years Pan-Tilt-Zoom (PTZ) cameras [28] have been widely used in ITS applications for monitoring and surveillance purposes and these cameras are usually mounted high above the ground to overlook the traffic scene so that no rotation angle is necessary. As shown in [28], the reduced two-angle model (with pan and tilt angle) has less than 10% bias in distance measurements compared to the full three-angle model even for road grades of 2%.

From the discussion in the above two paragraphs, it can be seen that camera calibration of practical traffic scenes in ITS applications has its own restrictions on available scene patterns, accordingly on intrinsic and extrinsic parameters. Therefore, most camera calibration methods in computer vision are not suitable to practical traffic scenes in ITS applications. Besides, most of those methods involve complex calculations and optimizations to fully extract intrinsic and/or extrinsic parameters. As a result, in the past years simplified methods to perform camera calibration in ITS applications have been proposed. In the following, we briefly review some previous work for camera calibration of traffic scenes in ITS applications and then motivate our work.

Most previous works on camera calibration in ITS applications have targeted roadway scenes such as highways, in which vehicle moving directions are known. For roadway scenes, the geometry setup of the camera for calibration is typically described as shown in Figure 2.1 [32-37]. Note that from the side view, the camera is installed above the ground plane with height $h$ and has a tilt angle of $\varphi$ with respect the ground plane which is assumed flat. Also, the $Cz$ axis defined in the camera coordinate starts from the focal point, points from the camera’s focal point to the ground, and intersects the ground plane at a point called world origin, denoted in yellow in the Figure. The $Cy$ axis points downward to the ground with an angle of $(\frac{\pi}{2} - \varphi)$. The world axes are defined to start from the world origin. The $Wz$ axis obviously is perpendicular to the ground plane and the $Wy$ axis points along the line of projection of $Cz$ axis. The top view in the upper-right of Figure 2.1 shows the definition of other parameters and axes. The $Cx$ axis in the camera coordinate is parallel to the ground plane and in the side view it would point to the paper. $Wx$ axis would be parallel to the ground plane as well. However, notice that the $Wx$ and $Wy$
axes in the world coordinate rotates counter-clockwise with an angle of \( \theta \) with respect to the line of projection of the \( Cz \) axis such that the \( Wy \) axis is parallel to the traffic lanes. This is not necessary but usually preferred as measuring distances and computing speeds of vehicles in the world coordinate would be simplified. Also note that two lines that are perpendicular to the traffic lanes are defined. They are shown in virtual lines because in practice these lines are hardly drawn in roads. The lane width is denoted as \( w \). The lower plot of Figure 2.1 shows the projection of the traffic lanes and the world origin in an image. The world origin as defined above would be called the principal point, which is usually the center point of the image. Note that the parallel road lanes do not appear parallel in the image due to perspective projection and therefore the lines in the images intersect at a point usually named a vanishing point, denoted as \((u_0, v_0)\). Similarly, the two perpendicular lines shown in the top view do not appear parallel either but intersects at a point named a vanishing point as well, denoted as \((u_1, v_0)\). It should be noted that it can be proved that these two vanishing points share the same iy-axis coordinate \( v_0 \) \[28\]. These parallel lines and vanishing points are the key to camera calibration in traditional methods.

Figure 2.1: Side view and top view of the camera setup for roadway scenes and projection of real-world traffic lanes in the image coordinate.

With the above definitions, the main idea underlying traditional methods for camera calibration is to use one or two vanishing points from parallel lines to derive closed-form solutions of one intrinsic parameter (focal length) and two or three extrinsic parameters (pan angle, tilt angle and camera height). Some works obtain parallel lines from landmarks like points, lines, poles, or objects with known shape, while other works from moving vehicle trajectories.

The landmarks used most as in [33-34] are traffic lanes in the roads, which are supposed to be parallel in the real world but generally do not appear parallel in the image frames. In most cases,
these parallel lines can be manually picked with inspection. In some cases, these traffic lanes can be automatically extracted from the images by various image processing algorithms such as the Hough-transform technique [33-34]. Once the traffic lanes are extracted, their intersection coordinate in the image is computed, which gives one vanishing point, denoted as \((u_0,v_0)\) here.

The camera’s intrinsic parameters in general can be represented by the following matrix \(K\) [38-39]

\[
K = \begin{bmatrix}
f & s & p_x \\
0 & tf & p_y \\
0 & 0 & 1
\end{bmatrix}
\]

where parameter \(f\) refers to the camera’s focal length with unit in pixels. The point \((p_x, p_y)\) is the principal point in the image coordinate, \(t\) the aspect ratio and \(s\) the skew factor. In most cases in traffic surveillance applications, we can assume that \((p_x, p_y) = (0,0)\) and \(t=1\) and the error incurred is typically small [28][34]. The skew factor \(s\) is the amount by which the angle between the horizontal axis and vertical axis differs from 90 degrees. This parameter is often admitted to zero because true CCD cameras have \(x\) and \(y\) axes perpendicular [39].

The rotation matrix, representing the orientation of the camera coordinate with respect to the world coordinate, can be written as

\[
R = \begin{bmatrix}
1 & 0 & 0 \\
0 & \sin \varphi & \cos \varphi \\
0 & -\cos \varphi & \sin \varphi
\end{bmatrix}
\]

Note that in (2), pan angle \(\theta\) does not appear as we did not make \(Wy\) axis align the line of projection of camera \(Zx\) axis. But it will be shown later that pan angle is easily found.

With \(C = \begin{bmatrix}
w_{cx0} \\
w_{cy0} \\
w_{cz0}
\end{bmatrix}\) representing the camera’s optical center in the world coordinate and the transformation vector \(t = -RC\), perspective transformation from the world coordinate to the image planar coordinate can be described as

\[
\begin{bmatrix}
u \\
v \\
g
\end{bmatrix} = K[R|t] \begin{bmatrix}
w_x \\
w_y \\
w_z \\
1
\end{bmatrix}; \quad \begin{bmatrix}
i_x \\
i_y \\
i_z
\end{bmatrix} = \frac{1}{g} \begin{bmatrix}
u \\
v \\
g
\end{bmatrix}
\]

where \([u \ v \ g]\) is the homogenous vector. Substituting \(K\), \(R\) and \(t\), (3) can be rewritten as:

\[
\begin{bmatrix}
u \\
v \\
g
\end{bmatrix} = \begin{bmatrix}
f & 0 & 0 & 0 \\
0 & f \cdot \sin \varphi & f \cdot \cos \varphi & 0 \\
0 & -\cos \varphi & \sin \varphi & -h/\sin \varphi
\end{bmatrix} \begin{bmatrix}
w_x \\
w_y \\
w_z \\
1
\end{bmatrix}
\]

In typical traffic scenes, the depth of images is large because the camera is often mounted high above the ground to have a wide view. For that reason, the height of objects (vehicles or some
landmarks) can be neglected to simplify the calculation. With \( W_z = 0 \), from (3) and (4) we can obtain the transformation equations between the image coordinate and the world coordinate as follows

\[
\begin{align*}
\hat{i}_x &= - \frac{f_w x}{w_y \cos \phi + \frac{h}{\sin \phi}} \quad (5) \\
\hat{i}_y &= - \frac{f \sin \phi \cdot w_y}{w_y \cos \phi + \frac{h}{\sin \phi}} \quad (6)
\end{align*}
\]

Solving \((w_x, w_y)\) from (5) and (6), the image coordinate can be mapped back to the world coordinate as follows

\[
\begin{align*}
w_x &= - \frac{h \hat{i}_x}{f \sin \phi + \hat{i}_y \cos \phi} \quad (7) \\
w_y &= - \frac{h \hat{i}_y}{\sin \phi \cdot (f \sin \phi + \hat{i}_y \cos \phi)} \quad (8)
\end{align*}
\]

Equation (7) and (8) reveal three important parameters for camera calibration, which are focal length \( f \), tilt angle \( \phi \), and camera height \( h \). As camera height \( h \) is usually available or measured, many calibration methods assume known \( h \), but some other methods can calibrate \( h \) as well. In Table 2.1, we make a brief comparison of these methods in terms of what intrinsic parameter and extrinsic parameter are calibrated and what parameters are assumed known. As can be seen, in ITS applications, camera calibration usually considers only one intrinsic parameter, which is the focal length \( f \). Regarding extrinsic parameters, pan angle \( \theta \) and tilt angle \( \phi \) are considered as PTZ cameras are mostly used in ITS today [28] and the rotation angle \( r \) is not necessary. In Table 2.1, only the method presented in [31] computes the rotation angle \( r \). One improvement of that method is that more geometric primitives (such as normal to plane lines from traffic poles, building edges, and point-to-point distances) are used to allow post-optimization of the camera parameters in contrast to those methods that mostly rely on closed-form equations. The equations are shown as follows [28]:

\[
\begin{align*}
f &= \sqrt{-v_0^2 + u_0 u_1} \quad (9) \\
\phi &= \arctan \left( \frac{v_0}{f} \right) \quad (10) \\
\theta &= \arctan \left( \frac{u_0 \cos(\phi)}{f} \right) \quad (11)
\end{align*}
\]

where \( u_0, v_0 \) and \( u_1 \) are the coordinates of the vanishing points in the image coordinates \((\hat{i}_x, \hat{i}_y)\) shown in Figure 2.1. Note that camera height \( h \) is in fact not involved in the above equations (9)-(11), but will be used later.
Table 2.1: A comparison of previous methods for camera calibration in ITS applications.

<table>
<thead>
<tr>
<th></th>
<th>Intrinsic parameter computed</th>
<th>Extrinsic parameters computed</th>
<th>Known parameters assumed</th>
<th>Number of vanishing points needed</th>
</tr>
</thead>
<tbody>
<tr>
<td>[33]</td>
<td>f</td>
<td>$\varphi, \theta$</td>
<td>h, w</td>
<td>1</td>
</tr>
<tr>
<td>[34]</td>
<td>f</td>
<td>$\varphi, \theta$</td>
<td>h, w</td>
<td>1</td>
</tr>
<tr>
<td>[32]</td>
<td>f</td>
<td>$\theta$</td>
<td>$\varphi, h, w$</td>
<td>1</td>
</tr>
<tr>
<td>[28]</td>
<td>f</td>
<td>$\varphi, \theta, h$</td>
<td>w</td>
<td>2</td>
</tr>
<tr>
<td>[31]</td>
<td>f</td>
<td>$\varphi, \theta, h, r$</td>
<td>w</td>
<td>2</td>
</tr>
<tr>
<td>[36]</td>
<td>f</td>
<td>$\varphi, \theta, h$</td>
<td>w</td>
<td>2</td>
</tr>
</tbody>
</table>

It should be noted here that equation (10) to (12) requires two vanishing points and the first one comes from the intersection of the two parallel road lines, which are usually available in the real road and visible in the image of the road. But how to compute the other vanishing point? The second vanishing point is the intersection of lines perpendicular to the traffic lanes (the virtual lines denoted in Figure 2.1), but these lines are seldom available in the traffic scene. There are also various techniques to estimate the second vanishing point depending on what primitive features are used. In [28], bottom edges of vehicles are used with the assumption that the camera is oriented properly. In this case, note that the bottom edges are ideally perpendicular to the vehicle traveling direction which should be aligned with the road lanes. This technique may not work well if bottom edges of vehicles are distorted or of abnormal shape in case of shadow. In [36], edges of vehicle windows are used, which seem to be more homogenous in vehicles. However, in both cases, high resolution images of roads are preferred in order to have reasonable accuracy. In this project, since we target intersections, the perpendicular lines can simply come from the two perpendicular roads forming the intersection. If the two roads are not perpendicular or multiple roads form the intersection, then similar methods from [28][31] can be applied. In fact, some other primitive features, such as the pedestrian walk lanes, can be used as well.

One more note is about the selection of the parallel lines. In most previous works, manual inspection is more popular, but it does require manual intervention. To allow more automation, the alternative is to extract traffic lanes using image processing techniques, which may require expensive computational processing. Besides, in practice, traffic lanes may not appear clearly in images depending on the specific traffic scene or road condition. To address this concern, some works propose to track vehicles to find vehicle trajectories [28][35-36], which can be regarded as the equivalents of traffic lanes, and then estimate the vanishing point from the intersection of multiple vehicle trajectories. In [35], focal length, pan angle, tilt angle, and camera height can be found, but mean dimensions of vehicles (width, length) to calculate scale factors on vertical and horizontal axes are required. These techniques can be automated but need to collect data from a large number of image frames. In this project, we use the manual inspection method.

In summary, previous works on camera calibration of roadway scenes are mostly based on the parallel line method in which vanishing points are estimated. Using the vanishing points, these camera parameters can be efficiently derived from closed-form formulas, which is one very important advantage for ITS applications compared to more complex methods in the computer vision area. Finally note that such a method based on vanishing points are well applicable to general roadways, such as highways and intersections, however it does not to some other
roadways such as roundabouts as there are no parallel lines. In that case, a different method needs to be used. For example, methods for camera calibration of roundabouts in the case of a single camera are proposed in [14][31], which can be extended to accommodate multiple cameras. We will not go into detail for roundabouts.
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**Figure 2.2: Bird’s eye view of the W Arrowhead and Sawyer Avenue Intersection.**

### 2.2 An Extended Method for Camera Calibration of Multiple Cameras

In this section, we present an extended method for camera calibration of multiple cameras in the case of intersection traffic scenes. We adopted the basic method introduced in [28] for camera calibration of a single camera and extend it to accommodate multiple cameras. To start, we first show the intersection for which a local test laboratory with two camera systems has been setup. The intersection is located at the W Arrowhead Rd and Sawyer Avenue in Duluth, MN. A bird’s eye view of the intersection is shown below in Figure 2.2. It can be seen that the two roads forming the intersection are basically perpendicular. Also, an earth view of the intersection is shown in Figure 2.3. As denoted by the two red arrows, two separate cameras are installed at the two traffic light poles, one at the southwest corner and the other at the northeast corner.
Two images of the intersection captured by the two camera systems are shown in Figure 2.4. Each image has a resolution of 352 by 240 pixels. The left figure is from the camera at the NE corner and the right one from the camera at the SW corner. Note that the two images in Figure 2.4 do not seem to match the intersection views in Figure 2.2 and 2.3 very well and this is mainly because the two cameras are installed in the two traffic light poles which are too close to the center of the intersection and therefore even in the most zoomed-out case the two cameras cannot cover the complete intersection. This is an ongoing issue that needs to be addressed.

The processing flow of the proposed extended method for calibration of multiple cameras are detailed as follows.
Step 1: the first step of the calibration process is to construct a common square or rectangular pattern that appears in both images and the purpose is to define a common world coordinate for both cameras. The common world axis is convenient for both cameras instead of each camera having its own world axis. A simple way to construct such a pattern is to select two parallel lines from each road and extend them until they cross each other to form the pattern. As shown in Figure 2.4, we select lines from the blocks of pedestrian crosswalk and the size of blocks and distance between blocks are known. For example, each block has a size of 3 by 6 feet and the distance between two blocks is 3 feet. Therefore, a square 9 by 9 feet pattern is constructed. Note that it would be even better to construct a pattern from the main road lanes, such as the yellow lanes in Sawyer Avenue. However, the reason we selected the block edges for the pattern is mainly because the limited camera view cannot provide reliable traffic lane selection in the W Arrowhead Rd (as inspected from the images). With such a square pattern that has four vertex, we can then arbitrarily select one as the origin of the world coordinate. In our case, we just select the vertices denoted as “A” as the origin, as can be seen in a larger view in Figure 2.5. Then, we can define the world coordinates. We define the $W_Y$ axis as the one connecting vertex “A” and “D”, and $W_X$ axis connecting “A” and “B”. Note that the way to define the two axes here is not arbitrary, but to follow the original definitions of $W_Y$ and $W_X$ axes as shown in Figure 2.1 in order to use the calibration method reviewed in Section 2.1. Referring to Figure 2.1, it can be seen that $W_X$ axis should be at the left-hand side of $W_Y$ axis instead of the right-hand side.
**Step 2:** The next step of the calibration process is to individually calibrate each camera using the method reviewed in Section 2.1. We explain this in detail as follows. Let us first calibrate the camera that captures the image shown in left-hand side of Figure 2.4, replicated here in Figure 2.5 for a larger view. First of all, we define the image coordinate axes, $i_{x1}$ and $i_{y1}$, as in red in the Figure. Then, according to the method introduced in Section 2.1, we need to select two pairs of parallel lines that are perpendicular to each other to drive the two vanishing points. In fact, these two pairs of lines are already used in the above step to define the square pattern. We select the two parallel lines in the Sawyer Avenue, lines formed by points “A” and “D”, and “B” and “C” to derive the first vanishing point $(u_{01}, v_{01})$ as denoted in Figure 2.5 and then the two parallel lines from the W Arrowhead Rd that are perpendicular to the previous two, lines formed by points “A” and “B”, and “D” and “C” to drive the second vanishing point $(u_{11}, v_{01})$. Note again that the $v_{01}$ coordinate of the two vanishing points in the image coordinates $(i_{x1}, i_{y1})$ should be the same. Then, it is very important to define correctly the world coordinates in this case. According to Figure 2.1, the origin of the world coordinate should be the point in the road that is projected to the principal point in the image, which is typically the image center as explained in Section 2.1 before. So, for display purpose, in Figure 2.5, the $w_{y1}$ axis would simply point from the center up and $w_{x1}$ axis from the center left in the image. The corresponding top view of $w_{y1}$ and $w_{x1}$ axis in the world coordinate is given in Figure 2.6 and it can be compared to Figure 2.5.

The resolutions of the images shown in Figure 2.4 are 352 by 240. In computer vision areas, the origin of the image coordinate is defined at the upper-left corner of the image by default and this is the case of in the MATLAB [40] software used in our project. This explains why the principal point in Figure 2.5 has image coordinates of (176,120). Thus, it is important that we shift the default image axes to the center of the image to become image axes $i_{x1}$ and $i_{y1}$ as defined in the image. This means that the default image center coordinates of (176,120) would become (0,0) in the $i_{x1}$ and $i_{y1}$ axis.

Then, we applied the calibration method in Section 2.1. The calibration results are shown below using equations (9)-(11):

$$f_1 = 310, \phi_1 = 0.773, \theta_1 = 0.61$$

Of these three calibration parameters, the pan angle $\theta_1$ is shown in Figure 2.6. Note that the pan angle is defined between the $w_{y1}$ axis and the $W_Y$ axis (the $W_Y$ axis is the one along which the parallel lines are selected to derive the first vanishing point $u_0, v_0$). Note that while the calibration using equations (10)-(12) has the advantage of quick solving, it does have a disadvantage that the results may not be very stable, since the selection of the parallel lines is subject to human error. There are a few ways to alleviate this problem. One way is to have multiple trials which hopefully average out the error. The other way is to use an optimization-based approach instead of direct solving from equations. As it will be shown later, a post-optimization will be applied to further improve the calibration accuracy. The key point here is that these parameters obtained from the equations do provide a reasonably good initial solution for the post-optimization, which does not have to be extremely accurate.
Similarly, we calibrate the other camera that captures the image on the right hand side of Figure 2.4, replicated here in a larger view in Figure 2.7. Note that $i_x$ and $i_y$ are defined to originate at the center of the image (or the principal point) and the world coordinate $w_x$ and $w_y$ to originate at the corresponding point in the road that projects to the principal point. The corresponding top view of $w_y$ and $w_x$ axis in the world coordinate is given in Figure 2.6 and it can be compared to the 2D image view in Figure 2.7. Note that in general case, the $w_y$ axis and $w_y$ axis for the two cameras will not be parallel to each other unless they are configured to be (refer to Figure 2.6). In Figure 2.7, we again select lines that are previously used to define the square pattern. In this case, we select the two parallel lines (formed by points “A” and “B”, and “C” and “D”) from the W Arrowhead Rd to derive the first vanishing point $(u_0, v_0)$. The other two parallel lines (by points “A” and “D”, and “B” and “C”) from the Sawyer Avenue are used to derive the second vanishing point $(u_1, v_0)$. The calibration results using equations (9)-(11) are shown below:

$$f_2 = 410, \varphi_2 = 0.66, \theta_2 = 0.85$$

Of these three calibration parameters, the pan angle $\theta_2$ is shown in the Figure 2.6 and 2.7. Note that the pan angle is defined between the $w_y$ axis and the $W_X$ axis (since the $W_X$ axis is the one along which the parallel lines are selected to derive the first vanishing point $u_0, v_0$).
Step 3: now we have separately calibrated each camera and the next step is to find the distance of coordinate shift from the current world origin of each camera to the common world origin defined from the square pattern in the first step. This is clearly seen from Figure 2.5 to Figure 2.7. Let us consider the first camera, for which the world axis $w_{x1}$ and $w_{y1}$ originate at the point in Figure 2.6 that projects to the principal point in Figure 2.5. Its current world origin needs to be shifted to the defined common world origin (denoted by point “A” in Figure 2.5 to 2.7) by a certain amount of distance on both axes. The shifted world coordinates are denoted by $w_{x1}'$ and $w_{y1}'$. For the first camera, the coordinates ($w_{x1} = 0, w_{y1} = 0$) at its original world origin which are projected to its image coordinates ($i_{x1} = 0, i_{y1} = 0$) now become ($w_{x1}' = -s_{x1}, w_{y1}' = -s_{y1}$) in the shifted world coordinate, where $s_{x1}$ and $s_{y1}$ are the absolute shift amount. So the new equations that relates the shifted world coordinate ($w_{x1}', w_{y1}'$) to the image coordinates ($i_{x1}, i_{y1}$) can be simply modified from the equation (5) and (6) to as follows:

\[
i_{x1} = -\frac{f_1(w_{x1}'+s_{x1})}{(w_{y1}'+s_{y1}).\cos\phi+\frac{h}{\sin\phi}} \tag{12}
\]

\[
i_{y1} = -\frac{f_1\sin\phi.(w_{y1}'+s_{y1})}{(w_{y1}'+s_{y1}).\cos\phi+\frac{h}{\sin\phi}} \tag{13}
\]
We need to find out the shifts $s_{x1}$ and $s_{y1}$ now. We propose to use a nonlinear optimization method for this purpose for two reasons. On one hand, we have at least 4 vertex from the square pattern to allow least-squared optimization based on projection errors of world coordinates to image coordinates. Second, such an optimization would not only solve $s_{x1}$ and $s_{y1}$, but also optimize focal length, pan angle and tilt angle for improved accuracy (as the later three parameters have been directly solved from equations before). Minimizing the project errors is usually used in this optimization[31]. To formulate the optimization problem, we first need to find the coordinates of the 4 vertex (i.e. points “A”, “B”, “C” and “D” in Figure 2.5 and 2.6) from the square pattern in the shifted world coordinate $w'_{x1}$ and $w'_{y1}$. Note that the four vertex going clockwise have well defined coordinates (0,0), (9,0),(9,9) and (0,9) in the common world coordinate $W_X$ and $W_Y$ denoted in red in Figure 2.5 and 2.6. To transform these coordinates to those in the shifted world coordinate $w'_{x1}$ and $w'_{y1}$ for the first camera, we simply rotate the common world axes clockwise by an angle $\theta_1$, which is actually one of the variables to be post-optimized, as an initial value is already available from above. Such a transformation can be easily solved as shown below:

$$
\begin{bmatrix}
w'_y \\
w'_x
\end{bmatrix} = \begin{bmatrix}
\cos\left(\frac{\pi}{2} - \theta_1\right) & \sin\left(\frac{\pi}{2} - \theta_1\right) \\
-sin\left(\frac{\pi}{2} - \theta_1\right) & \cos\left(\frac{\pi}{2} - \theta_1\right)
\end{bmatrix} \begin{bmatrix}
-W_X \\
W_Y
\end{bmatrix} \tag{14}
$$

Then, we obtain

$$
w'_{x1} = W_X \cos \theta_1 + W_Y \sin \theta_1 \tag{15}$$
$$w'_{y1} = -W_X \sin \theta_1 + W_Y \cos \theta_1 \tag{16}$$

Note that in the above equation $w'_{y1}$ appears in the upper row is due to the rotation on the right. With coordinates of the 4 vertex in the shifted world coordinate $w'_{x1}$ and $w'_{y1}$, we then find the coordinates of the 4 vertex in the image coordinate $i_{x1}$ and $i_{y1}$. This can be simply obtained by clicking the data cursor on the vertex in the image. However, just be careful that these image coordinates obtained in the MATLAB software [40] need to be shifted to be those in the $i_{x1}$ and $i_{y1}$ axis by subtracting 352/2=176 and 240/2=120. Now, the post-optimization problem can be formulated as follows:

$$
\text{minimize } G(f, \theta, \varphi, s_x, s_y) = \\
\sum_{k=1}^{4} (i_{xk} - C_{xk})^2 + (i_{yk} - C_{yk})^2
$$

subject to $f_{LB} \leq f \leq f_{UB}$
$\theta_{LB} \leq \theta \leq \theta_{UB}$
$\varphi_{LB} \leq \varphi \leq \varphi_{UB}$
$s_{xLB} \leq s_x \leq s_{xUB}$
$s_{yLB} \leq s_y \leq s_{yUB}$ \tag{17}
where $i_xK, i_yK$ are from equation (13) and (14), $C_xK, C_yK$ are the coordinates of the four vertex in the image coordinate $i_x1$ and $i_y1$, and $K$ the index for the number of vertex used. Finally note that each variable to be optimized has an upper and lower bound. In our project, we are giving a very large range for optimization and we have found the optimization has been very robust and fast.

The above described process is then repeated for the second camera. Much of the processing steps remain the same, except that we need now to transform the coordinates of the 4 vertex in the common world coordinate $WX$ and $WY$ denoted in red in Figure 2.6 and 2.7 to the shifted coordinate for the second camera $w'x2$ and $w'y2$ (note that $w'x2$ and $w'y2$ are obtained by shifting the original world coordinate $wx2$ and $w'y2$ for the second camera by distances $sx2$ and $sy2$) for the second camera and then we need to find the image coordinates for the 4 vertex appearing in the image taken by the second camera as shown in Figure 2.7. The axis rotation in this case is

$$
\begin{bmatrix}
  w'x2 \\
  -w'y2
\end{bmatrix} =
\begin{bmatrix}
  \cos[-\left(\frac{\pi}{2} - \theta_2\right)] & \sin[-\left(\frac{\pi}{2} - \theta_2\right)] \\
  -\sin[-\left(\frac{\pi}{2} - \theta_2\right)] & \cos[-\left(\frac{\pi}{2} - \theta_2\right)]
\end{bmatrix}
\begin{bmatrix}
  -WX \\
  WY
\end{bmatrix}
$$

Then, we obtain

$$
w'x2 = -WXsin\theta2 - WYcos\theta2
$$

$$
w'y2 = WXcos\theta2 - WYsin\theta2
$$

Now, a similar post-optimization as in (18) could be formulated for the second camera, which gives optimized $f_2, \theta_2, \varphi_2, sx_2$, and $sy_2$. Note that in the problem formulation in (18), only 4 vertex from the square pattern is used for minimum projection error. If more primitives are available, such as more vertex or distances [31], are available and used, then more robust results could be expected.

### 2.3 Experiment Results

In this Section, we report the experimental results for the real-world intersection considered in this project. We applied the extended calibration method discussed in Section 2.2. In Section 2.2, we reported the initial calibration results for focal length, pan angle and tilt angle for the first camera as $f_1=310$, $\varphi_1=0.773$, $\theta_1=0.61$. Then, the following lower and upper bounds were given for these parameters:

$$
\begin{align*}
100 \leq f_1 \leq 800 \\
0.3 \leq \theta_1 \leq 0.9 \\
0.5 \leq \varphi_1 \leq 1.1 \\
0 \leq sx_1 \leq 20 \\
0 \leq sy_1 \leq 20
\end{align*}
$$

Note that we did not specify here a rule for setting the lower and upper bounds. A rule of thumb is to give a very large range so that there is a large design space to be explored. For example, for
$$f_1, \phi_1, \theta_1$$, we could simply set the lower bound to be 50% of the nominal value and upper bound be twice the nominal value. For $$s_{x_1}, s_{y_1}$$, note that it can be inspected from Figure 2.5 and 2.6 that it should be positive, and we simply set a large enough number for them, 20 feet in this case. Note that in this project, all real-world distances are measured in feet, such as the coordinates of the 4 vertex from the square pattern and the camera height $$h=39$$ feet. However, the bounds for $$s_{x_1}, s_{y_1}$$ can be simply set larger and the optimization results are very stable. With the camera height at 39 feet, the optimization gives the following results:

$$f_1 = 360.50$$
$$\theta_1 = 0.626$$
$$\phi_1 = 0.547$$
$$s_{x_1} = 1.61$$
$$s_{y_1} = 7.14$$

The cost function value, which is the minimized projection error, was only 9.86 (in squared pixels), which means that on average each coordinate out of the 8 coordinates for the 4 vertex of the square pattern has only a projection error of 1.1 pixel in the image. A brief analysis of the optimization results shows that the tilt angle has been changed much from its initial value $$\phi_1$$. Finally, note that the optimization was performed in MATLAB [40] and each runs took less than 10 seconds.

For the second camera, the initial values are $$f_2=410$$, $$\phi_2=0.66$$, $$\theta_2=0.85$$. Then, we gave the following bounds for optimization:

$$100 \leq f_2 \leq 800$$
$$0.5 \leq \theta_2 \leq 1.3$$
$$0.5 \leq \phi_2 \leq 0.9$$
$$0 \leq s_{x_2} \leq 20$$
$$-10 \leq s_{y_2} \leq 10$$

Note that in this case, the coordinate shift $$s_{x_2}$$ is positive, but it is hard to tell $$s_{y_2}$$ in Figure 2.7 due to the limitation of the 2D view of a 3D scene, therefore a different bound was set for $$s_{y_2}$$ than $$s_{x_2}$$. Again, all the five parameters can be given a larger range. With camera height $$h=39$$ feet, the calibration results for the second camera are shown below:

$$f_2 = 339.46$$
$$\theta_2 = 0.862$$
$$\phi_2 = 0.626$$
$$s_{x_2} = 2.61$$
$$s_{y_2} = -1.06$$

The minimized cost function value was only 8.56 (in squared pixels), which means that on average the coordinate of each vertex has only a projection error of 1.0 pixel. An analysis of the results shows that the optimized $$f_2, \phi_2, \theta_2$$ are fairly close to their initial values in this case. Also, note that it turns out that the coordinate shift $$s_{y_2}$$ is negative in this case. Besides, note that the optimized tilt angle $$\phi_2$$ turns out to be the same as the optimized $$\phi_1$$. Again, each optimization run takes less than a few seconds. Finally, note that there only needs to be one
optimization run instead of two and the only change is to combine all ten calibration variables into one formulation. In the latter case, the calibration results would not change because the five variables for the first camera are independent of those for the second camera.

In Table 2.2, we evaluate accuracy of the camera calibration results by comparing estimated distance from the calibration results to measured distance (or ground truth) for a few line segments from the square pattern that appears in both Figure 2.5 and 2.7. It can be found that the average accuracy is about 93.5%.

Table 2.2: Comparison of estimated distances from the calibration results to ground truth distances (coordinates of A=(168,95), B=(126,110), C=(109,90), D=(148,78) in Figure 2.5 and A=(161,125), B=(198,106), C=(228,124) and D=(193,146) in Figure 2.7).

<table>
<thead>
<tr>
<th>Distance</th>
<th>Figure 2.5</th>
<th>Figure 2.7</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimated (ft)</td>
<td>Measured (ft)</td>
</tr>
<tr>
<td>AB</td>
<td>9.64</td>
<td>9.0</td>
</tr>
<tr>
<td>BC</td>
<td>8.60</td>
<td>9.0</td>
</tr>
<tr>
<td>CD</td>
<td>9.32</td>
<td>9.0</td>
</tr>
<tr>
<td>DA</td>
<td>8.38</td>
<td>9.0</td>
</tr>
</tbody>
</table>

As will be shown in later Chapters, the accuracy of camera calibration may be one of the key factors for successful tracking of vehicles in a multiple-camera-based system. In the above calibration process, selecting more primitives for the purpose of optimization of calibration parameters would further improve accuracy. Also, based on our experience, we recommend the following empirical rules to achieve accurate calibration results: (1) the cameras are preferred to be configured such that the tilt angle of each camera is relatively large so that the images have enough depth; (2) the resolution of the images is preferred to be large, because rounding of the pixels of the selected points would statistically lead to less accuracy loss.

In the above experiments, the parallel lines have been manually selected for initial calibration of each camera. As in previous works for traffic lane extraction [35-36], these lines can also be automatically extracted. First, we convert the color image to grayscale and perform Sobel edge detection. The result is a binary image with edge points. With these edge points which may not all belong to the traffic lanes, we used a voting method to derive vanishing points. Once the initial solution is obtained from these vanishing points, the post-optimization can then follow. However, it should be noted that camera calibration in the automatic mode has the disadvantage that unclear (or poorly legible) traffic lanes may have significant negative effect on the accuracy of calibration. In case the traffic lanes are not clear in the image (as the landmark of the traffic lanes is not clear in real-world traffic scenes), one may track the vehicles to obtain the vehicle trajectories, which can then be regarded as the equivalents of traffic lanes. This idea has been also used in previous works on camera calibration for roadway scenes when parallel traffic lanes are not clear in the image [28][35-36]. In this case, the initial solution obtained from the close-form equations may not be very reliable and post-optimization could help improve the calibration accuracy.
In this project, we have targeted the intersection traffic scene. In general, such an intersection scene is cross-section one. If it is not in some cases, then the angle between the traffic lanes from both ways may be solved from post-optimization or simply assumed known by practical measurements. We will not go into detail for these special cases.

Finally, we need to note that the calibration results are obtained when considering projecting the pixels from the world coordinate to the corresponding image coordinate. Referring back to Figure 2.5 to 2.7, for the first camera, the image coordinate is \((i_x1, i_y1)\) and the world coordinate \((w'_x1, w'_y1)\) and for the second camera the image coordinate \((i_x2, i_y2)\) and the world coordinate \((w'_x2, w'_y2)\). To project the image coordinates \((i_x1, i_y1)\) and \((i_x2, i_y2)\) back to the common world coordinate \((W_X, W_Y)\), a proper rotation of \((w'_x1, w'_y1)\) and \((w'_x2, w'_y2)\) to \((W_X, W_Y)\) is required.

But now the rotations can be easily solved from the above equations (16-17) and (20-21). In the next Chapter, we will be using these rotations to inverse-project objects in two images to the common world coordinate \((W_X, W_Y)\).

### 2.4 Summary and Conclusion

In this Chapter, we considered calibration of multiple cameras for a typical intersection traffic scene. We first reviewed previous work on camera calibration of a single camera for regular roadway scenes, such as highways and intersections. A popular method for fast and convenient calibration is based on vanishing points derived from parallel lines. We then proposed to extend the previous method to accommodate calibration of multiple cameras. In the extended method, the first step is to define a square or rectangular pattern from two pairs of parallel lines in the intersection such that a common world coordinate is defined for both cameras. Then, we calibrated each camera separately using the traditional method based on vanishing points. In this step, the image coordinates of each camera are related to the camera’s own world coordinate, not the common world coordinate defined in the first step. In the next step, we proposed to post-optimize the camera parameters using the vertex of the square pattern. Such a post-optimization not only refines the solved focal length, pan angle and tilt angle from the previous step, but also finds the coordinate shifts in order to transform each camera’s world coordinate to the common world coordinate. Our experiment results have shown that such a post-optimization is very fast and robust.

The calibration results can then be used further to estimate vehicle speed and facilitate vehicle tracking to derive vehicle trajectory, which will be discussed in detail in the next Chapter.
Chapter 3. Multiple-Camera-Based Vehicle Tracking System

Following camera calibration, vehicle tracking is the next main module in the overall traffic performance measurement system developed in this project. As mentioned in Chapter 1, vision-based vehicle tracking has been widely used in recent years due to its advantage to provide the most comprehensive information about the vehicles compared to loop-detectors, radars or other sensor-based systems. Though videos captured could be manually inspected for traffic performance measurements, it is very costly and laborious. Recent research work focuses on automatic collection of traffic performance measurements from video processing. There are relatively mature vision-based vehicle tracking technologies available for highways, but vision-based vehicle tracking for intersections (and roundabouts) presents more challenges due to more complex vehicle behavior, such as turning, stopping, accelerating/de-accelerating at such traffic scenes and more complex traffic performance measurements, such as waiting time and accepted/rejected gaps. Also, most vision-based vehicle tracking systems reported in literature use a single camera, whereas multiple-camera-based vehicle tracking systems are emerging.

Vehicle tracking is probably the most important and also most challenging part of a multiple-camera tracking system. This Chapter focuses on the vehicle tracking module in our system as mentioned in Chapter 1. The designed vehicle tracking module takes the captured images from multiple cameras as inputs and outputs vehicle trajectories. It has two major steps of processing. First, the system uses an enhanced Mixture of Gaussian algorithm with shaking removal for video segmentation, which can cope with repeated and sudden camera displacements. Next, region based tracking is employed to track the vehicles and derive the complete vehicle trajectories. In the second step, many sub-processing steps are followed, which will be discussed in detail later in this Chapter. The resulting vehicle trajectory of each individual vehicle gives the position, size, shape and speed of the vehicle at each time moment. Finally, a data mining algorithm is used to automatically extract the interested traffic data from the vehicle trajectories and this is the topic of Chapter 4.

The rest of the Chapter is organized as follows. In Section 3.1, we give an overview of the designed vehicle tracking module. In Section 3.2, we discuss the vehicle segmentation method used in the designed vehicle tracking module, followed by the vehicle tracking algorithm in Section 3.3. Finally, some experimental results are shown in Section 3.4.

3.1 System Overview

The designed vehicle tracking module is implemented as software that runs on a regular PC. It incorporates powerful image processing algorithms to allow accurate vehicle tracking. The vehicle tracking system has mainly two processing steps, vehicle segmentation and vehicle tracking. Figure 3.1 shows the general processing flow for the multiple-camera vehicle tracking system. As can be seen, the second step can be further divided into many sub-steps, which will be all detailed in this Chapter.

Vehicle segmentation is the first processing step in the vehicle tracking system. The purpose of this step is to identify potential objects in the images from the multiple cameras. Then, these potential objects go through some image processing, such as filtering, dilation and hole filling, to
cope with poor detection in many cases. In the next step, we perform an inverse projection to project the segmented objects in the image coordinates to the world coordinates to facilitate vehicle tracking. Recall that this can be done since camera perspective information required for inverse projection has been obtained from camera calibration in Chapter 2. After this step, potential objects are extracted from the word coordinate and only valid objects that meet certain requirements are claimed. Subsequently, valid objects from each camera are checked for their position, size, shape and so on to see whether objects from different cameras may correspond to the same object in the world. This step is basically correspondence initialization as mentioned in Figure 1.1 in Chapter 1. The result of this check is a complex overlap relation matrix between objects from different cameras. In the following step, potential vehicles are created for the current image frame based on the derived overlap relation matrix. Then, potential vehicles are checked with current vehicles, which are those vehicles tracked up to the previous image frame, to create a vehicle overlap relation matrix, which is then used in the final step of vehicle updating to update current vehicles with potential vehicles such that each current vehicle is tracked to the current image frame.

The above described process goes iteratively until the last frame of images is reached. The final results of the vehicle tracking system are vehicle trajectories in the world coordinate for all tracked vehicles. In the following, we will detail on each processing step shown in Figure 3.1.
Figure 3.1: Processing flow of the designed vehicle tracking module.

3.2 Vehicle Segmentation

For vision-based traffic surveillance or vehicle tracking systems, vehicle segmentation from the captured images is the first step. The desired outputs of this step are all vehicles that appear in images as can be inspected by humans. But for an automatic vehicle tracking system that runs on personal computers, it is clear that such a system can never reach the intelligence of humans on identifying vehicles so that the accuracy of vehicle segmentation is always inferior to that from human inspection. In a vehicle tracking system, such as the one targeted in this project, vehicle segmentation is arguable the most important processing step in the whole vehicle tracking module. The better the result of this step is, the easier and more accurate vehicle tracking is.

We first briefly review some previous methods for vehicle segmentation and then introduce the Mixture-of-Gaussians method that is adopted and revised in this project.
3.1.1 Existing Approaches

There are many existing methods for vehicle segmentation, such as background subtraction, running average, texture-based method and Eigen-background method [41-47].

In [41-43], the main idea of vehicle segmentation is calculating background based on the history of pixel values. The average background simply takes the average of N previous frames, and when a new frame comes, it will replace the oldest frame. Other similar approaches take median or mode value instead of average. Background of those approaches can be defined as

\[ B_N = \text{average, median or mode}\{I_k|\ k = 0,1 \ldots N\} \]

where \( I_k \) is the intensity at frame \( k \). Those methods run very fast, but they also require a lot of memories: \( N * \text{size (frame)} \). To reduce memory consumption, the running average method simply adapts background based on incoming frame with a certain learning rate:

\[ B_N = (1 - \alpha) * B_{N-1} + \alpha * I_N \]

where \( B_{N-1} \) is the background at frame \( N-1 \), \( I_N \) is pixel intensity value at frame \( N \), and \( \alpha \) a learning rate. When a new frame comes, we take \( \alpha \) percent of its intensity and \((1-\alpha)\) percent of existing background as the new background. A large value of \( \alpha \) means that the model will update faster, typically \( \alpha = 5\% \) (0.05).

There is also a combined method like in [50], choosing between running mode and running average base on a scoreboard algorithm. The mechanism to update background can be modified from blind update to selective update:

\[ B_N = (1 - \alpha) * B_{N-1} + \alpha * I_N * M \]

with \( M=1 \) if the pixel is classified as background, and 0 if foreground.

[47] uses another advanced approach, eigenspace, to form the background. \( M \) eigenvectors corresponding to \( M \) largest eigenvalues are kept when applying Principle Component Analysis (PCA) on a sequence of \( N \) images. Background pixels, which appear frequently in frames, will significantly contribute to this model while moving objects do not.

Texture property of the image could also be used for segmentation. [45] uses autocorrelation difference between two image blocks to compare their similarities. This method also requires an empirical threshold which is not explicit and varies through videos. Moreover, the computational workload for autocorrelation is very high [44-45].

The above-discussed methods have some common disadvantages. One main disadvantage of these methods is that they do not cope well with camera shaking and background movements, which happen quite often in practice.
3.1.2 The Mixture-of-Gaussian Approach

Another method to build background models is to model each pixel with a Gaussian distribution (MoG) [48-49]. This method is adopted in our project and the main advantage of the MoG method is its capability to cope with repeated camera shaking. To further suppress false detections from sudden camera shaking, we also proposed a shaking-removal algorithm to refine the segmented objects.

In MoG, the variation of each pixel across time is modeled by a mixture of 5 Gaussian distributions for each color (R, G, B) and each distribution has its own mean, standard deviation, and weight [48-49]. The MoG actually models both foreground and background. The first 5 distributions are chosen as the background model. A threshold $T$ is defined to represent the portion of the data that should be accounted for the background model:

$$\text{Background} = \min_B \left( \sum_{k=1}^{5} w_k > T \right)$$

where $w_k$ is the weight of distribution $k$ ($k=1,2,3,4,5$). We normalize the weights such that:

$$\sum_{k=1}^{5} w_k = 1$$

For a new image frame, each incoming pixel will be subject to a matching test to see whether it belongs to any existing distribution of that pixel or not. We apply confidence intervals for matching. We choose the confidence interval to be 98%, so an incoming pixel $X$ will belong to the distribution $D(\mu,\sigma)$ if:

$$p = \frac{|X - \mu|}{\sigma} \leq 2.5$$

Background model update is an important step to keep the background models up-to-date with environment changes such as illumination and scene changes. If none of 5 Gaussian distributions matches the incoming pixel, the update will simply replace the distribution with the lowest weight by a new distribution with the same weight, a large standard deviation and the mean equal to the incoming pixel. If there is one distribution matching the pixel, its weight, mean and standard deviation will be updated as follows [48]:

$$w_k = w_{k-1} + \alpha \ast (1 - w_{k-1})$$

$$\mu_t = (1 - \alpha)\mu_{t-1} + \alpha \ast X_t$$

$$\sigma_t^2 = (1 - \alpha)\sigma_{t-1}^2 + \alpha \ast (X_t - \mu_t)^2$$
whereas the mean and standard deviation for other distributions are kept the same except their weights which are reduced as follows:

\[ w_k = w_{k-1} + \alpha \cdot w_{k-1} \]

where \( \alpha \) is a learning rate. In case there are more than one distributions that match the pixel, the distribution which has smallest \( p \) will be chosen for update.

MoG can model fast illumination changes in the scene. Another advantage of MoG is its robustness against repeated camera shaking due to its multi-model modeling capability. Repeated camera shaking is one very practical problem that affects tracking accuracy. As the obtained images capture slightly different world views due to camera shaking, large regions of noisy strips could be segmented from the image using traditional background modeling approaches [41-47], which could severely affect the accuracy of object extraction. MoG can fight with repeated camera shaking very well, as the pixel changes caused by repeated camera shaking are recorded in the background distributions and are therefore not identified as false segmentation regions any more. Experiment results on this can be found in a previous report [14].

On the other hand, when the camera shakes to specific positions which have not yet been observed before, many background pixels may get pixel values not modeled before and be falsely classified as foreground while they are actually from nearby background. Those false detections could also happen if the camera shakes only occasionally after some time of being still. In that case, even the pixel values are modeled in some distributions before, but their rare observations make their weights too small to be considered in background models. Therefore, to suppress these false detections and further refine the detection results, we propose a shaking-removal algorithm after MoG segmentation. This is based on the observation that the false detection regions will have a high probability to be a part of the background distributions at its original locations. Hence, we can decide whether a detected region is caused by a real foreground object or the background by considering the background distributions in a small neighborhood of the detection region. If the detection pixel matches with the background distributions of pixels in the neighborhood, it is highly possible that this detection is false caused by camera shaking. When considering color images with the RGB (Red, Green, Blue) space, this technique proves to be effective as the probability of mismatching is small [49]. In our implementation, we choose a square 5x5 window for shaking removal.

The combined MoG modeling of the background and the shaking-removal algorithm turn out to be very valuable as video cameras are subject to repeated and occasional shakings in practice, which would significantly affect segmentation quality if not treated. The proposed method is very general and does not involve manual intervention or rely on any prior scene knowledge. The pseudo code for the MoG method could be found in Table 3.1.
Table 3.1: Pseudo code for the MoG algorithm for vehicle segmentation.

```plaintext
%Initialize
read the first frame from the video to get the size of images
create a matrix M with the same size as the frame
for all elements in M
    for all distributions
        mean=initial mean;
        variance=initial variance;
    end for
end for

%Processing
for all frames of the video
    %segmenting
    for all pixel in the frame
        for all distributions
            t=sum((mean-newcoming_pixel)^2-(2.5*var)^2); %matching
            if t<0
                the new pixel matches one or more distributions;
            end if
        end for
        if there is no match
            the pixel is recognize as foreground;
        end if
        if there is one or more matches
            find the match that has smallest t value;
            check whether that match belongs to the background model;
            if no
                set pixel as foreground;
            end if
        end if
    end for
end for

%shaking remove
for all pixel in the frame
    if foreground
        for neighbor pixels
            take the distribution that has largest weight;
            t=sum((mean-newcoming_pixel)^2-(2.5*var)^2); %matching
            if t<0
                match found, reset pixel as background;
            end if
        end for
    end if
end for
%updating
for all pixel in the frame
    update mean, variance and weight;
end for
end for
```
The resulting outputs from vehicle segmentation are binary pixels that could potentially form valid objects (or sometimes referred to as blobs in image processing terminology). Figure 3.2(a) shows two images from two cameras respectively for the traffic intersection mentioned in Chapter 2 and 3.2(b) shows outputs of the segmented images. Note that it seems that two cameras are not synchronized from the time stamp, but it was found that there was an internal 2-second mismatch between the two cameras.
Figure 3.2: Two captured images from two cameras and their segmented outputs.

3.3 Vehicle Tracking

In this Section, we describe the second processing step of the vehicle tracking module as shown in Figure 3.1 in detail. After segmentation, tracking is the next step to detect and track vehicles in each time frame. The goal is to obtain the complete vehicle trajectory, as it gives comprehensive information about the state of the vehicle at each time moment, which is more accurate for traffic performance measurement than without trajectories. A number of methods exist for tracking. Some popular approaches are region-based tracking [5], contour-based tracking [50], model-based tracking [51], and feature-based tracking [52]. Our approach is region-based tracking. In the following, each sub-section presents the algorithm and implementation details of each sub-step in Figure 3.1.

3.3.1 Image Processing for Object Refinement

As it can be seen from Figure 3.1(a), the vehicles from both images are clearly identified with human inspection. If given only Figure 3.1(b) and knowing that vehicles are the interested objects, then human inspection would be able to identify vehicles easily in most cases. Note that a pixel in black would mean a background pixel and a pixel in white mean a foreground pixel, in
other words, an object pixel. While a human glance over the pictures gives a qualitative sense that even the black and white pixels represent the actual vehicles reasonably well in this particular example, however, they do not in many other cases. Also, even they do, it may still be a challenge for computers to correctly recognize the vehicles. For best recognition accuracy, at least one of the factors would be how to refine the black and white pixels for best representation of the objects. Therefore, this sub-step of processing is to apply some image processing techniques to refine the segmented images, from which valid objects need to be extracted and claimed.

While there are hardly rigorous mathematical proofs that these following techniques would help refine the segmented images and there is no guarantee that they will not make negative effect, they are used mostly based on common sense observation. One image processing technique is hole filling [39], which is to fill the black holes in an enclosed region of white pixels. The underlying idea behind this action is to make up missing foreground detections and make real objects more solid. As can be seen in Figure 3.2(b), the vehicle in grey in Figure 3.2(a) loses its middle and right white pixels (from the left camera view) and middle and left white pixels (from the right camera view). These missing white pixels obviously make the object’s representation of a vehicle incomplete and this action of hole filling can help in this case. The result of hole filling can be seen in Figure 3.2(c).

The next action of image processing is image filtering [39], which is used to filter out noisy detections, for instance the so called salt and pepper noise that may be widespread all over the segmented image. Referring to Figure 3.2(b), there are quite some white pixels that should have been segmented to be black ones because the world locations of those white pixels are actually background. These noisy detections can be easily removed using the filtering technique. The result of filtering can be seen in Figure 3.2(d). One of the control parameters here is the threshold size for filtering, which has a tradeoff. If it is set too large, then there is some risk that valid regions of white pixels that actually represent valid objects or part of the valid objects may be removed. On the other hand, if too small, some relatively large regions of noisy detection may be retained, which may be mis-claimed as valid objects. In either case, the negative impact is that it may complicate the vehicle tracking later.

After filtering, another useful action of image processing is image dilation [39], which is used to dilate white regions of potential objects around their contours. Dilation mainly helps when for example a single vehicle is represented by an overall collection of several or many dis-connected regions of white pixels due to poor detection or segmentation, and in some cases image dilation may re-join these separate regions to simplify vehicle tracking later. The result of dilation can be seen in Figure 3.2(e). In this specific case, the dilation simply make the blob fatter. Similarly, there may be negative impact associated with image dilation as well, as it may accidentally join regions that belong to different vehicles, creating difficulty for vehicle tracking.

It should be noted the order of the actions discussed above could be important, but the specific order of actions discussed above is not the only way. It should also be noted that there may be many other actions of image processing that can help improve refine the objects and facilitate vehicle tracking. For example, there are techniques to remove shadow, which can be added into the processing flow if shadow exists. Besides, more human intelligence can be added as well, for example some intelligent algorithms for proper merging and splitting of blobs considering the
nature of the objects of interest, such as size, shape, color etc. Finally, it should be emphasized again that segmentation results play a very important role in the accuracy of the overall vehicle tracking module.

### 3.3.2 Image to World Coordinate Transformation

After object refinement discussed in the last sub-section, we now proceed to the next sub-step of processing in vehicle tracking, which is image to world coordinate transformation. Recall in Chapter 2, we find out the projection relation between the common world coordinates \((wx,wy)\) and image coordinates \((ix1,iy1)\) and \((ix2,iy2)\) for both cameras. Now, this sub-step of processing basically inversely projects the potential objects from the 2D image coordinate to the 3D world coordinate, which would allow size and shape analysis of the object in the real world. Obviously, the sub-step requires the camera calibration information, which has been already obtained from Chapter 2. So, given the focal length, pan angle, tilt angle, camera height and coordinate shifts, we transform \((ix1,iy1)\) back to \((wx,wy)\) and if the segmentation results at pixel \((ix1,iy1)\) is foreground of a binary value of 1 (or shown as white in Figure 3.2), it would be foreground of a binary value of 1 at the corresponding world coordinate \((wx,wy)\). Similarly, if the segmentation results is background of a binary value of 0 (or shown as black in Figure 3.2), it would be background at the corresponding world coordinate.

Also, a special action here is that we can find out the view boundary in the world coordinate by inverse projection of all edge pixels of the images. There are two practical issues here that are worth notes. First, when projecting, the projected world coordinate \((wx,wy)\) corresponding to the image coordinate \((ix1,iy1)\) may become negative (one of them or both), which can not be used for index of arrays in MATLAB [40], therefore a positive coordinate offset could be added to address this issue. Second, a similar issue is the projected world coordinate may not be integers to be index of arrays, and rounding may be used to make them integers, however this may raise a new potential concern that the projected object in the world coordinate may appear dis-connected or broken even though it is a solid object in the image coordinate. This later issue is only occasionally observed in our project, and we currently use hole filling and image dilation (as discussed in previous sub-section) to re-solidify the object in the world coordinates if it happens.
Table 3.2: Pseudo code for image to world coordinate transformation.

<table>
<thead>
<tr>
<th>%Initialize</th>
</tr>
</thead>
<tbody>
<tr>
<td>read in calibration parameters for all cameras</td>
</tr>
<tr>
<td>set coordinate offset</td>
</tr>
<tr>
<td>for all cameras</td>
</tr>
<tr>
<td>for all pixels</td>
</tr>
<tr>
<td>transform image coordinates to world coordinates;</td>
</tr>
<tr>
<td>if background at current pixel</td>
</tr>
<tr>
<td>set background in the corresponding world coordinates;</td>
</tr>
<tr>
<td>else</td>
</tr>
<tr>
<td>set foreground in the corresponding world coordinates;</td>
</tr>
<tr>
<td>end if</td>
</tr>
<tr>
<td>end for</td>
</tr>
<tr>
<td>end for</td>
</tr>
<tr>
<td>%Processing</td>
</tr>
<tr>
<td>define a matrix;</td>
</tr>
<tr>
<td>for all pixels</td>
</tr>
<tr>
<td>copy the transformed results from both cameras for that pixel;</td>
</tr>
<tr>
<td>if both results are background</td>
</tr>
<tr>
<td>this is the overlap between two camera views;</td>
</tr>
<tr>
<td>end if</td>
</tr>
<tr>
<td>end for</td>
</tr>
</tbody>
</table>

A pseudo-code for the image to world coordinate transformation is shown in Table 3.2. Figure 3.3(a) and Figure 3.3(b) shows the transformed objects from Figure 3.2(e). Note that in Figure 3.3(a), the objects from the left hand side of Figure 3.2(e) are shown in white and in Figure 3.3(b), those from right hand side of Figure 3.2(e) shown in light gray. Figure 3.3(c) shows the overlaid view of the objects from both cameras. The dark gray are used to show the overlap between the objects from both cameras. Also, note that the red and green lines are used to indicate the view boundary of the two cameras.


3.3.3 **Object Extraction**

After objects appearing initially in the images are projected back to the world coordinate, objects can now be extracted by the connected component algorithm [5]. To well represent objects, each object is characterized by both a rectangular box with width and length to bind the object, and a contour with the detailed shape of the object. An object with the above description would be possibly part of a vehicle, one vehicle or more vehicles. When creating an object, there are a number of conditions to check to validate the object. First of all, we set up a size threshold for the object, and the object is not validated if its size is smaller than the threshold. Such a step is empirical, as it may have both positive and negative consequences. On the positive side, it helps filter out truly invalid objects such as objects due to relatively large noise and poor detection and reduce the number of objects, which may greatly simplify vehicle tracking in later steps. On the negative side, those smaller-size objects might be part of a vehicle or multiple vehicles, and removing them may impair complete and correct characterization of vehicles to be created later. In our project, we used the threshold size of 24 to 28 feet².

Another condition that we currently check in our project is whether an object is just entering the view of one of the cameras. In this case, we would not count that object as a valid one to simply vehicle tracking in later steps. In other words, only after an object or vehicle is completely inside the camera view can we claim a valid object. Such a check can be performed by checking whether some pixels of the object intersect with the view lines (refer to Figure 3.3 for the view lines). Like the previous check, this one is empirical in order to achieve a good tradeoff between vehicle tracking complexity and accuracy. It is worth more research on whether there should be
more or less intelligent checks and their impact on the performance of the whole vehicle tracking system.

In our project, once the object of interest passes the above two checks, then it is claimed as a valid object. Subsequently, the object is characterized by a number of parameters, namely, the object’s center in the world coordinate, the object size in the world coordinate (or the width and length of a rectangular box bounding the object), the object’s detailed contour or shape and its upper-left coordinate from the rectangular box. One improvement to be done is to use rotated rectangular box to bound the object as the object (or vehicle) may make turning movements. In this processing step, the last action is to store a valid object in a list of objects for further processing.

Figure 3.4 shows the objects from Figure 3.3 bounded by the rectangular box and the characterization of the object. Note that each object is characterized by center, size, shape detail and upper-left coordinate (the ‘used’ parameter is for coding purpose only). Note that the object, A2, in Figure 3.3(b) is not claimed valid as it is too close to the view boundary, therefore is not shown in Figure 3.4.

3.3.4 Object Overlap Check

Once the objects are extracted from the above step, they are ready to be considered for potential vehicles. However, objects from different cameras may correspond to the same one, and this should be found out. To do that, a correspondence check needs to be performed so that objects from both cameras corresponding to the same object/vehicle are identified. Such a correspondence check is done by comparing the overlap between objects from both cameras. This idea is based on the observation that in the ideal situation two objects from two cameras would have 100% overlap in the world coordinate if camera calibration, object detection etc are all perfect. In reality, less than 100% overlap would still give valuable information on the correspondence of the objects.

We differentiate four cases here. Case 1 is that when both cameras have valid objects, case 2 and 3 that only one camera has valid objects and case 4 none has valid objects. Case 1 is the typical case, for which we describe in a little more detail. Basically, any object from camera A is compared against all objects in camera B to compute their overlap percentages, which are measured as the amount of pixels in overlap over the number of pixels of the objects. This gives two overlap percentages and the smaller one is taken as the overlap percentage of the two objects. The overlap percentage ranges from 0 to 100% and at which threshold the two objects are taken as the corresponding object/vehicle may not be clear. In our current design, we
consider a very small threshold of 5 to 10% to simplify the vehicle tracking later. For example, referring to Figure 3.4, object B1 from camera B is compared against object A1 and A3 from camera A and their overlap percentages are shown below in Table 3.3.

<table>
<thead>
<tr>
<th></th>
<th>A1</th>
<th>A3</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1</td>
<td>0.3</td>
<td>0</td>
</tr>
</tbody>
</table>

### 3.3.5 Create Potential Vehicles

In previous steps, we are dealing with objects only. Note that at the current image frame, we extract the objects and we now need to create potential vehicles from these objects at the current image frame. As explained before, in general case, an object is not equivalent to a vehicle; rather due to vehicle occlusion and noisy detection, an object may be part of a vehicle, a vehicle or multiple vehicles. For example, Object B1 in Figure 3.4 from camera B is actually two occluded vehicles (see the original Figure 3.2). Also, note that we probably should not create vehicles directly from objects from either camera, as different objects from both cameras may correspond to the same vehicle.

Let us consider the general case that both cameras have objects, therefore a matrix giving overlap percentages between any two objects from both cameras is available from the above processing step, which must be used to create potential vehicles. We start creating vehicles from the list of objects from camera A. Similar to creating an object, there are a number of conditions to check to create a valid potential vehicle. First, the object from camera A must be larger than a size threshold in order to filter out noise and also to simplify vehicle tracking later. In our project, we set the size threshold to create a vehicle to be slightly larger than that to create an object. For example, the size threshold is 28 feet², while that for an object is 24 feet². Such a threshold is empirical as well, as it is known that the smallest vehicle, such as a compact two-person only vehicle, has a bottom area size of around 30 feet². Again, this threshold can be adjusted to evaluate the overall impact on the vehicle tracking module.

Once the size check is passed, we turn eyes to the matrix giving overlaps between the objects from camera B with respect to all other objects from camera A. There are three cases to consider here.

- The first case is that the current object Bk (the kth object from camera B) overlaps with more than one object from camera A, then those objects from camera A are recorded. Supposing those objects are labeled as Am and An, then object Bk and Am are used to create one potential vehicle and object Bk and An to create another potential vehicle. Such actions are based on the vehicle correspondence idea mentioned in previous step that two objects having overlap would correspond to the same vehicle or multiple vehicles. For example, in Table 3.3, had the other object A2 claimed valid, then B1 would overlap with both A1 and A2.

- In the second case, current object Bk overlaps with only one object Am and they are used to create one potential vehicle. For example, in Table 3.3, the object B1 and A1 are used to create one potential vehicle.
• The last case is that current object Bk does not overlap with any object from camera A, and in this case only object Bk itself is used to create a potential vehicle.

After all objects Bk from Camera B are considered, the left objects from Camera A are then considered to create potential vehicles. For example, for the above Table 3.3, the sequence of actions would be first to create a potential vehicle from B1 and A1, and then another one from A3 only.

Next, we briefly discuss how to characterize the created potential vehicle. In fact, it is very similar to characterizing an object. However, it should be noted that the overlap of two objects is actually a vehicle or multiple vehicles. In case both objects are actually the same single vehicle, then theoretically, the overlap of these two objects would be the bottom area of the single vehicle, from which one can extract the width and length of the vehicle. Except size, a potential vehicle is also characterized by states, predicted states, Kalman parameters (to be detailed later), a start frame (i.e. the frame when the potential vehicle is created, which in this case would always be the current image frame), an end frame (i.e. the last frame when vehicle could still be detected, which is not really meaningful or used for potential vehicles), lifetime (this one is not used for potential vehicles), and shape detail. The state vector, denoted as \([x \ y \ vx \ vy]\) is associated with each potential vehicle, where \((x,y)\) gives the center position of the vehicle in the world coordinate and \((vx, vy)\) the velocity along the world coordinates. Note that a potential vehicle is a claimed vehicle for the current image frame only, not a tracked vehicle since its detection, therefore its staring velocity is always declared as 0 (in fact the velocity for a potential vehicle is not important at all). Similarly, the predicted state takes the same as the state. Also, for convenience of overlap computation in later processing steps, we also record the upper-left coordinate of a potential vehicle similar to the case of an object. Note that the shape of a potential vehicle is computed from overlap of the two involved objects. When a potential vehicle is created from a single object, then its shape directly takes that of the object, similarly the size and upper-left coordinate. Figure 3.5 shows how a potential vehicle is represented in our vehicle tracking module. The right of Figure 3.5 also shows two created potential vehicles following the above example in Figure 3.4. Note that the potential vehicle on the left is obtained from overlap of A1 and B1, and that on the right is from A3 alone (therefore one can notice that potential vehicle has the same shape and size as the object A3 shown in Figure 3.4).

```
life_time: 3
kalman_parameter: [1x1 struct]
start_Frame: 1972
end_Frame: NaN
detail: {[10x19 double]}
upperleft: [199 184]
width: 19
length: 10
state: [204 194 0 0]
predicted_state: [204 194 0 0]
status: 'I'
```

Figure 3.5: The created potential vehicles from Figure 3.4 and Table 3.3 and its characterization.
3.3.6 Check Relations of Potential Vehicles with Current Vehicles

In the previous processing step, potential vehicles are created at each image frame from overlap relations between valid objects from both cameras. As discussed, the created potential vehicles only represent possible vehicles at current image frame that are to be associated with current valid vehicles, which is another list of vehicles that have been tracked up to the previous frame, so that current vehicles can be tracked up to the current image frame using potential vehicles. (Note that the list of current vehicles are eventually the desired outputs of the vehicle tracking module.) Therefore, in this subsection, we discuss the next processing step, which is to find out the relation between potential vehicles at current image frame, say N, and current valid vehicles that have been tracked up to the previous frame, N-1. Once the relations are found, we can associate potential vehicles to current vehicles so that current vehicles can be updated and tracked to frame N, which is to be discussed in the next subsection.

The basic principle that we use to find the relations between potential vehicles and current valid vehicles is based on the overlap again, and this idea has been used previously to create potential vehicles from overlap relations of objects. Such an idea is valid here as well to relate potential vehicles and current vehicles, because ideally a potential vehicle at the current image frame would overlap exactly with a current vehicle (provided that the current vehicle is well predicted at the current image frame) if they are the same vehicle. In practice, the percentage of overlap is affected by several factors even if they are the same vehicle, such as the prediction error of the current vehicle at current image frame, vehicle size and shape changes between frames due to poor detection.

When checking for overlap between a potential vehicle with a current vehicle, it should be noted that the current vehicle needs to be predicted so that its position, shape, size etc can be propagated to the current image frame (this is because the current vehicle list contains all current vehicles in the system that have been tracked starting from the frame of their detections to the previous frame N-1). Accordingly, the upper-left coordinate of the vehicle would be updated as well. However, so far we have chosen not to update shape, size etc to simplify the vehicle tracking. Then, we compute the overlap between a potential vehicle with a current vehicle using the same approach as in the above step of computing overlap between objects. And again, the percentage of overlap is computed by dividing the overlap size in terms of the number of overlapped pixels over the potential vehicle size and current vehicle size and eventually the minimum of the two is recorded as the overlap of the potential vehicle and current vehicle. Therefore, the overlap check results in a matrix just like that for objects. Following the above example in Figure 3.5, there are two potential vehicles created at current image frame N and suppose that there are two current vehicles tracked up to the image frame N-1, then an example overlap matrix may be shown in Table 3.4 below. The first column of the matrix shows the list of potential vehicles (named as P_v1, P_v2 here) and the first row the list of current vehicles (named as C_v1, C_v2). So, the matrix shows that the potential vehicle P_v1 has 72% overlap with the current vehicle C_v1 and similarly the P_v2 has 75% overlap with C_v2. Such relations derived from overlap check is very important because it implies that P_v1 at frame N may be associated with a tracked vehicle C_v1 up to frame N-1, similarly P_v2 may be associated with C_v2, and the confidence of the association depends on the percentage of overlap. Therefore, with the associations, the potential vehicle P_v1 can be used to update the current vehicle C_v1.
such that the vehicle \( C_{v1} \) can now be tracked all the way to the current image frame \( N \). The update procedure will be discussed in detail later.

**Table 3.4: Overlap relations between potential vehicles and current vehicles (Left: overlap percentage matrix; Middle: strong match matrix; Right: loose match matrix).**

<table>
<thead>
<tr>
<th></th>
<th>( C_{v1} )</th>
<th>( C_{v2} )</th>
<th>( C_{v1} )</th>
<th>( C_{v2} )</th>
<th>( C_{v1} )</th>
<th>( C_{v2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P_{v1} )</td>
<td>0.72</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( P_{v2} )</td>
<td>0</td>
<td>0.75</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Referring to Table 3.4 again, \( P_{v1} \) does not overlap with \( C_{v2} \) and \( P_{v2} \) does not overlap with \( C_{v1} \) either. It should be noted that ideally one potential vehicle should be uniquely related to a current vehicle, the so called one-to-one association. If one potential vehicle is related to multiple current vehicles (called one-to-many association), or multiple potential vehicles to one current vehicle (called many-to-one association), or multiple potential vehicles to multiple current vehicles (many-to-many association), then the update procedure is much more complicated than the one-to-one association. In our system design, we consider most of these cases. However, to simplify vehicle tracking, we simplify the relations using two simple techniques. One technique is to create two binary matrix, one called a strong match matrix and the other called a loose match matrix. Both matrix have the data structure as shown in Table 3.4 (the middle one and the right one). The strong match matrix indicates that a potential vehicle has significant overlap with a current vehicle and a threshold defines the significant overlap. For example, we use 80% as the threshold. A strong match also indicates a loose match but not vice versa. So, when a potential vehicle has a strong match with a current vehicle, then it is declared as an one-to-one association, though it may not originally be in the loose match matrix (in other words, the potential vehicle may have small overlaps with other current vehicles in the loose match matrix). Therefore, a strong match supersedes the loose match matrix in terms of priority of associations. Only if the strong match is 0 for an entry in the strong match matrix, do we then go to define vehicle associations from the loose match matrix.

The second technique is to remove some entries of very small overlap percentages for the case of many-to-many associations. For example, if in Table 3.4, the entry for \( P_{v2} \) and \( C_{v1} \) is 0.05, which indicates there is a very small overlap between them and there is a 2-to-2 association (because \( C_{v1} \) has overlap with both \( P_{v1} \) and \( P_{v2} \), and \( P_{v2} \) has overlap with both \( C_{v1} \) and \( C_{v2} \)). As it is a very small overlap percentage, it may be set to 0 so as to simplify the association between potential vehicles and current vehicles. One should note that such a technique does not necessarily reduce the many-to-many association to a many-to-one, one-to-many, or one-to-one association. In fact, a many-to-many association may still exists, but simplified.

All the cases of associations need to be considered when updating current vehicles with potential vehicles due to complex vehicle behavior, such as merging, splitting and vehicle occlusion. This will be discussed in the next Section.
As discussed above, to check the overlap between potential vehicles and current vehicles, the current vehicles that have been tracked up to frame N-1 needs to be predicted to current image frame N in order to have a reasonable overlap check. If without the prediction, the potential vehicle could possibly have no overlap with the current vehicle at all even if they are actually the same vehicle but in different image frames. In literature, Kalman filtering techniques have been widely used for prediction and proved useful [53] to estimate the state of vehicles in the next frame based on their current states and Kalman parameters. The Kalman filtering is a set of mathematical equations that provides a recursive solution of estimations of past, present, and future states. We use the Kalman filtering to predict the state of a current vehicle in the next image frame and save it in the predicted state vector (see Figure 3.6). After association in the current image frame, the current vehicle's state vector and predicted state vector are both updated and then tracking is repeated in the next image frame. The state vectors at all times are recorded to derive the complete vehicle trajectory since its detection until exit.

The characterization of a current vehicle, shown in Figure 3.6, is very similar to that of a potential vehicle shown in Figure 3.5. Note that some parameters are not really used in potential vehicles, but all are used for current vehicles. The lifetime parameter is used to track vehicles under vehicle misses. If a vehicle is not detected for one image frame, its lifetime is reduced by one and the vehicle continues to be tracked with Kalman filtering techniques. However, the vehicle is declared a dead vehicle (the vehicle is either completely lost in the camera view or it truly exits the camera view) if lifetime is reduced to 0. Other parameters have been explained in the above Sub-section. Finally, it should be noted that many parameters of a current vehicle, such as shape, width, length and state, have all their values saved at each image frame as long as it is not a dead vehicle yet. This is important, as all states of a current vehicle throughout its life in the camera view gives the vehicle trajectory. All shapes throughout its life gives powerful information to more accurately analyze the vehicle's size.

3.3.7 Update Current Vehicles

Recall from the previous Sections, the list of potential vehicles contain all potential vehicles extracted from the current image frame N and list of current vehicles contain all vehicles that have been tracked up to image frame N-1. And the potential vehicles and current vehicles have
been associated, so now potential vehicles can be used to update current vehicles so that current vehicles can now be tracked to the current image frame N. We detail this step as follows. We discuss the several cases of update that are considered in our design and then how to perform the update.

First, we consider one-to-one associations. We update current vehicles by first checking the strong match matrix discussed in the previous Section, because a strong match means a large percentage of overlap, thus it has higher priority in terms of updates. So, if a current vehicle, C_vx has a strong match with a potential vehicle P_vy, then P_vy is solely paired with C_vx. In other words, only P_vy is used to update C_vx and at the same time P_vy is not to update any other current vehicle. After all one-to-one associations from strong match matrix have been considered, we then check the loose match matrix. Similarly, if a current C_vx has a loose match with a potential vehicle P_vy, then P_vy is solely paired with C_vx. For detailed actions in this update, see update 1 below.

Second, we consider one-to-many associations (that is one current vehicle is associated with multiple potential vehicles). Note that such a case could be very complicated including many possible scenarios, while we focus on two of them. One scenario we consider is that the current vehicle involved in this one-to-many association is indeed a single vehicle (based on size check) splitting into multiple potential vehicles, and typically in this case the multiple potential vehicles are just pieces of the single current vehicle (due to noisy detection for example) and should empirically have smaller sizes than the current vehicle. However, note that in another scenario, the current vehicle involved in this association is not necessarily a single vehicle, but possibly joint multiple vehicles (for example, when multiple vehicles enter the camera view occluded, therefore have been jointly tracked as just one current vehicle), and later due to better camera view or different vehicle speeds, the multiple vehicles may not be occluded anymore and therefore this can causes a one-to-many association as well. To differentiate these different scenarios, we could perform an empirical size check on the current vehicle and potential vehicles involved in this association. In the first scenario, we would update the current vehicle with the multiple potential vehicles joined (see update 2). In the later scenario, we would update the current vehicle with one of the multiple potential vehicles (see update 1) and create new vehicles from the rest of potential vehicles (see update 4).

Third, we consider many-to-one association (that is a potential vehicle is associated with multiple current vehicles). Again, like the above one-to-many association, this case may have many possible scenarios. In our system design, we focus on one scenario that multiple current vehicles merge to a potential vehicle. We first perform a size check that the current vehicles have smaller sizes than the potential vehicle and at the same time check that the current vehicles have large enough sizes to split or merge (a threshold is set for this purpose). If both conditions are met, then multiple current vehicles are considered to merge into one larger-size potential vehicle. As all the involved current vehicles are associated with the single potential vehicle, and it may not be so clear how to update each current vehicle. In our system design, we perform an overlap-based optimization to update each current vehicle with the single potential vehicle (see update 3). If the above conditions are not met, especially some of the current vehicles do not have large enough sizes to split or merge, then those current vehicles are deleted (see update 6) and only the rest of current vehicles are associated with the potential vehicle for update (see update 1).
Fourth, the other case left is the many-to-many associations, which is even more challenging than the above two cases that could involve even more scenarios. Currently, in our system design, we have not found that such a case has happened. On one hand, the frame rate of video is relatively high, 10 to 30 frames a second, therefore the vehicle motion between two consecutive frames is small, which is less likely to cause complex associations. On the other hand, the simplification we have used in Section 3.4.6 has helped get rid of these cases.

Fifth, another case is that a current vehicle does not associate with any potential vehicle. The main scenario to consider in this case is that the current vehicle has a miss in the current image frame N due to noise for example. In this scenario, the current vehicle is updated with a prediction by Kalman filtering (see update 5).

Sixth, another case is that a potential vehicle does not associate with any current vehicle. The main scenario to consider is that the potential vehicle in current image frame N may be a new vehicle to be added into the list of current vehicles. Therefore, the update is basically a new vehicle creation and the routines to create a new vehicle are practiced such as the size check (see update 4).

After discussing all cases of associations considered in our vehicle tracking module, we next detail the update procedures as cited in the above six cases.

Update 1: this is used in one-to-one associations. In this update, Kalman parameters, current vehicle’s state and predicted state are updated, and current vehicle’s shape detail, width, length and upper-left coordinate for current image frame N are all set to those of the potential vehicle. Note that current vehicle’s lifetime is always reset as the vehicle has an association at current image frame.

Update 2: in this update, the only difference compared to that in update 1 is what is used to update the current vehicle is not just one of the potential vehicles, but all of them joined. Therefore, we first create a single temporary vehicle combining all those potential vehicles and use that single vehicle’s shaped detail, width, length and upper-left coordinate to update those for the current vehicle.

Update 3: in this update, the major action is overlap-based optimization and the purpose of this optimization is to maximize coverage of the potential vehicle’s shape detail by the merging current vehicles. For example, considering a simple case of two merging vehicles A and B associated with the potential vehicle C, we perform the following operations:

\[ F = (A \cap C) \cup (B \cap C) \text{ and } D = F \oplus C \]

where D represents the area of the potential vehicle that is not covered by the current vehicles. We compute the center of D, and then iteratively move the current vehicles toward that center to cover the overall shape detail of the potential vehicle as much as possible until no improvement is achieved.
Update 4: this update is very similar to creating a new vehicle. The new current vehicle is directly added to the end of the current vehicle list. Note that it needs to be properly numbered to reflect the total number of current vehicles that have been tracked so far.

Update 5: this update basically updates those current vehicles that does not have any association. In this update, we continue to update the Kalman parameters, state and predicted state and the upper-left coordinate. But the shape detail, width and length are kept the same. An important action in this update is to reduce the lifetime by one, as the current vehicle is not detected at current image frame. If the lifetime is reduced to 0, then this vehicle is declared dead.

Update 6: in this update, we delete invalid current vehicles. To do that, we simply set the lifetime of those vehicles to 0 and record their end frames to declare dead vehicles.

At the end of the updates, we check the list of current vehicles for dead vehicles and remove them from the list (and store them in a dead vehicle list) such that the list of current vehicles contains only live vehicles, which helps reduce the memory requirements for the software design. The pseudo code for the vehicle tracking module can be found in Table 3.5.

**Table 3.5: Pseudo code for the tracking algorithm.**

```
%Initialize
set size and percentage thresholds
initialize the list of objects, potential vehicles and current vehicles

for all frames
    segment foreground using MoG; (section 3.3)
    image processing to refine foreground; (section 3.4.1)
    image to world coordinate transformation; (section 3.4.2)
    object extraction from all cameras; (section 3.4.3)

%object overlap check (section 3.4.4)
for all objects from camera A
    for all objects from camera B
        check overlap between objects;
    endfor
endfor

%create potential vehicles (section 3.4.5)
for all objects from camera A
    if object size is large enough
        if object has overlap with more than one from camera B
            create a potential vehicle from each overlap
        elseif object has overlap with a single one from camera B
            create a potential vehicle from the overlap
        elseif object has no overlap with anyone from camera B
            create a potential vehicle from the object itself
    endif
```
for all objects from camera B
create potential vehicles from the rest of objects in B;
endfor

%check relations of p_vehicles with c_vehicles (section 3.4.6)
for all c_vehicles
  for all p_vehicles
    check overlap between current and potential vehicles;
    create strong match and loose match matrix;
    simplify the matrix (delete small overlap percentages and
    the smaller percentage in a many-to-many association)
  endfor
endfor

%update current vehicles; (section 3.4.7)
Update current vehicles from strong match matrix first (update 1);
%Update current vehicles from loose match matrix then;
for all current vehicles
  for all potential vehicles
    if there is a loose match at current entry
      if one-to-one association
        update 1;
      elseif one-to-many association (c_vehicle splits to p_vehicles)
        perform size check that c_vehicle is larger than p_vehicles;
        if all potential vehicles have large enough size
          update c_vehicle with one p_vehicles (see update 1);
          create new current vehicles from the rest of p_vehicles
          (see update 4);
        else
          update c_vehicle with all p_vehicles combined
          (see update 2);
        endif
      elseif many-to-one association (c_vehicles merge to p_vehicle)
        perform size check that c_vehicles smaller than p_vehicle;
        if all current vehicles have large enough size
          overlap-based optimization (update 3);
        else
          update c_vehicles with large-size one and delete rest;
        endif
      endif
    endif
  endfor
endfor
for all current vehicles
    if no match for a current vehicle
        current vehicle missing (update 5)
    endif
endfor

for all potential vehicle
    if no match for a potential vehicle
        create a new current vehicle (update 6)
    endif
endfor

for all current vehicles
    if a current vehicle is dead
        move it to a dead vehicle list;
    endif
endfor

3.4 Vehicle Trajectories

In the above Sections, we have described in detail how the vehicle tracking module track vehicles. The designed module is coded in C/C++ and MATLAB software [40].

Note that the output of this vehicle tracking module is vehicle trajectories, which is achieved by concatenating vehicles' states at each time moment since their first detections to exits. As mentioned before, a vehicle's state includes its position (x and y coordinate in the world coordinate) and speed (x and y coordinate speed in the world coordinate). In our software design, a vehicle's all states are saved, therefore giving a vehicle's position and speed at each time moment. Figure 3.7 shows a sample vehicle trajectory for the two images from both cameras and all states of that vehicle in the software. Note that the x, y position and speed are measured in feet and feet/second respectively. In this example, the estimated vehicle speed on average during turning is 15 miles-per-hour, which seems to be very reasonable for intersections.
Figure 3.7: A sample vehicle trajectory and its states in the software.

Ideally, each vehicle that enters the camera view should be tracked to derive its trajectory. However, in practice, this is rarely possible due to many factors, such as image noise or poor detection. Besides, the vehicle tracking algorithm described in Section 3.4 does not take all cases of vehicle associations into account. Therefore, the output of the vehicle tracking module is vehicle trajectories that have been tracked by the system, not by human inspection, however it saves significant cost and labor as it automates the vehicle tracking process. In fact, the difference between human inspection and the system gives error of vehicle tracking. As the accuracy of traffic performance measurements directly depends on the accuracy of the obtained vehicle trajectories, it may be insightful to understand what the sources of error may be for the trajectories. We classify them into a few categories, but it should be noted by no means are they complete.

- First, there may be missing vehicle trajectories that do not exist in the obtained vehicle trajectories at all. In this case, a vehicle is simply not tracked by the system, probably due to poor detection and segmentation results.
• Second, one vehicle trajectory does not necessarily correspond to one vehicle, but combined several vehicles or just a fragment of a single vehicle. This is mainly caused by the vehicle tracking algorithm, as some complex cases of associations are not considered.

• Third, some of the vehicle trajectories are not complete in the sense that the vehicles are not tracked all the way from entrance to the camera view to the exit. Again, the vehicle tracking algorithm may mis-tracked vehicles in this case.

• Fourth, some vehicle trajectories may not be correct in the sense that the vehicles do not really move in the way as shown by the trajectory. Some of these can be seen in the following Figures. It is again the vehicle tracking algorithm that is mainly responsible for this.

Figure 3.8: (a) Vehicle trajectories overlaid in both images from the two cameras; (b) Five vehicle trajectories in red, blue, green, yellow and black (the red one does not seem right).

Figure 3.8(a) shows the overlay of all vehicle trajectories on the images from both cameras for a 35-minute video recorded from 3-4pm on March 31st, 2012 for the intersection traffic scene in Chapter 2. Note that the vehicle moving directions, including straight-through and turning, can be clearly recognized in spite of some wrong vehicle trajectories. For example, there are two
lanes for each straight-through direction. Also, there are two lanes of traffic for the South-to-West turning direction, but only one lane of traffic for the East-to-South turning direction (for the definition of direction, refer to Figure 4.1 in the next Chapter as well). In order to show more detail of a vehicle trajectory, we randomly pick five vehicle trajectories and show them in Figure 3.8(b) (again using five colors: red, green, blue, yellow and black). As can be seen, in both figures, the vehicle trajectories shown in red does not look correct in both Figures in 3.8(b), which may fall into one of the cases we discussed above. The main point here is that such a vehicle trajectory will not be used for traffic data collection in the next Chapter, because it does not seem a correct one.

3.5 Summary

In this Chapter, we present in detail the vehicle tracking module in the overall traffic performance measurement system. Vehicle tracking is the core of the traffic performance measurement system, as eventually the accuracy of collected traffic data depends on how well vehicle tracking is performed or the accuracy of the obtained vehicle trajectories in this step. Vehicle tracking includes two major steps, vehicle segmentation and the actual tracking. Vehicle segmentation is very critical and in this project we propose to use the MoG method for vehicle segmentation to cope with practical camera shaking issues. In the tracking part, we propose a sequence of steps to associate potential vehicles in current image frame to current vehicles that have been tracked up to the previous frame. The output of vehicle tracking is vehicle trajectories, which are to be processed in the next module to extract traffic performance measurements.
Chapter 4. Traffic Data Collection

The proposed traffic performance measurement system has mainly three modules, camera calibration, vehicle tracking and data mining as mentioned in Chapter 1. Camera calibration has been discussed in detail in Chapter 2, followed by the vehicle tracking module discussed in detail in Chapter 3. As the outputs from the vehicle tracking module are vehicle trajectories of all vehicles (provided they are correctly detected and tracked), and from those the data mining module needs to mine the vast amount of data for useful traffic data, therefore we call this step data mining. Note that this step is very similar to that in the single-camera vehicle tracking system reported in [14] in spite of different traffic scenes (roundabout entrance in [14] versus intersection in this project), as data mining takes vehicle trajectories as inputs, which is independent of the number of cameras. Therefore, the reader could also refer to [14] for some traffic performance measurements for roundabouts and how to extract them.

In the rest of the Chapter, we briefly discuss how to automatically extract traffic data from the resulting vehicle trajectories provided by the vehicle tracking module. In Section 4.1, we discuss how to extract vehicle count and travel time. In Section 4.2, we focus on accepted and rejected gaps. Then, some experiment results are shown in Section 4.3. Finally, a summary of this Chapter is offered in Section 4.4.

4.1 Vehicle Count and Travel Time

In traffic data collection, vehicle count is a basic type of data to acquire, especially in our project targeting intersections. Here, we target vehicle count for all straight-through and turning directions. To do that, we check on each vehicle trajectory and detect how its x and y coordinates in the world coordinate change throughout its life in the camera view. Recall that back in Chapter 2, the x coordinate is defined to be parallel to one roadway (W Arrowhead Rd) while the y coordinate parallel to the other roadway (Rice Lake and Sawyer Avenue) which is perpendicular to the former one. For example, for a straight-through vehicle along the W Arrowhead Rd, the vehicle's y coordinate is supposed to be relatively constant while the x coordinate would change in its lifetime, though this change may not be predictive as it depends on traffic conditions and the vehicle's velocity, acceleration and de-acceleration behavior. Once the vehicle is found to be moving along the y coordinate, we could then further check whether it is moving West or East along y coordinate by checking out whether the x coordinate is going positive or negative. Another example, suppose we found that both x and y coordinates have significant changes along a vehicle's lifetime, which typically imply a turning vehicle, we could then determine its turning direction by checking out how x and y coordinate changes.

For travel time, a proper definition is necessary before we compute the exact time. There could be a few definitions of travel time. For example, travel time can be defined as the time it takes for a vehicle to move from location A to location B. However, such a definition is not well accommodated in our peculiar traffic scene. As mentioned in Chapter 2, the two cameras are too close to the intersection and does not offer a very wide view, therefore setting two locations with a certain distance away is not appropriate. Being aware of this, we simply define the travel time as the time difference between entrance to one of the camera views to exit, which could be measured directly from the vehicle trajectory by diving the total number of frames by the frame
rate of the video. However, the downside of this way of measuring travel time is that it is not consistent for all vehicles, as vehicles may travel unequal distances due to the view coverage of the two cameras.

The following Figure 4.1 defines all possible straight-through and turning directions for the intersection.

![Figure 4.1: Illustration of all straight-through and turning vehicles.](image)

4.2 Accepted and Rejected Gaps

For the case of intersections, we can also extract accepted and rejected gaps for turning vehicles. First, we check out all those turning vehicles from the vehicle trajectories and classify the turns into a few cases as discussed in 4.1. Then, for each turning case, for example the WS turn as shown in Figure 4.1, we check out for each WS turn vehicle whether there are vehicles moving WE because WS turn vehicles have to yield to WE vehicles and if there are, then the accepted gap can be computed as the time or the distance for the WE vehicle to reach the location of the WS vehicle from its current location at time of WS vehicle turning. Similarly, rejected gaps can be computed if a WS turn vehicle waits during the course of its vehicle trajectory and the time or the distance that it takes for the WE vehicle to reach the location of the WS vehicle from its current location at time of WS vehicle waiting is the rejected gap. Of course, eventually when the WS vehicle makes the turn, it may results in an accepted gap if there are WE vehicles. Gaps for other turning directions can be computed similarly as the above example.
In our project, since the camera views are very limited as mentioned in Chapter 2, when a vehicle makes a turn, it is not often to see straight-through vehicles to be yielded by the turning vehicles. Therefore, in our project we did not focus on these two performance measures.

4.3 Experiment Results

The overall data collection system, including the camera calibration module, vehicle tracking system module and the data mining module discussed in this Chapter, has been implemented in C and MATLAB and runs on a 2.33GHz Xeon PC.

As mentioned at the end of Chapter 3, we tested the vehicle tracking system with a 35-minute video and obtained the vehicle trajectories. These vehicles trajectories were then given as inputs to the data mining module and we can then obtain traffic performance measurements as discussed in Chapter 4.1 and 4.2. The processing time (mainly the execution time for the vehicle tracking module and data mining module) for a 35-minute video is currently 6 to 10 hours in the PC. One should note that given a video the processing time is related to the number of cameras in the multiple-camera system (in our case, two cameras), frame rate of the video (in our case, 10 frames per second), the complexity of the vehicle tracking algorithm and data mining algorithm.

We show some results below for the system with main focus on the vehicle counts for all directions of traffic. To make a comparison, we then did a manual vehicle count, which is extremely time-consuming and in fact this takes much more time than the proposed traffic performance measurement system. However, one should note that showing the overall vehicle count for the overall 35 minutes may not be a good measure in the sense that it may not reflect the matching accuracy between the extracted vehicle trajectories to the actual ones, but only the count accuracy. In other words, a vehicle trajectory obtained from the vehicle tracking system increase the vehicle count by one, but in reality this vehicle may not really exist or be mis-tracked. This number of mis-tracked vehicles and the number of missed vehicles (i.e. those vehicles that exists in reality but were not tracked) may offset each other and this may eventually end up giving a false overall vehicle count accuracy. One way to have a better accuracy measure is to divide the 35-minute duration to many segments of small intervals and evaluate the accuracy for each small interval. Therefore, in Table 4.1, we show the vehicle count for 7 segments of 5 minutes each with accuracy. It can be seen that on average the vehicle count accuracy is over 90% (except when statistics limits a good accuracy measure, such as in case (e) for the ES direction).

<table>
<thead>
<tr>
<th></th>
<th>ES</th>
<th>EW</th>
<th>WE</th>
<th>WN</th>
<th>SN</th>
<th>SW</th>
<th>NS</th>
<th>NW</th>
<th>NE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimated</td>
<td>6</td>
<td>38</td>
<td>47</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Ground truth</td>
<td>6</td>
<td>40</td>
<td>50</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Accuracy (%)</td>
<td>100</td>
<td>95</td>
<td>94</td>
<td>-</td>
<td>-</td>
<td>100</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

(a) 03:36-3:41pm
<table>
<thead>
<tr>
<th></th>
<th>ES</th>
<th>EW</th>
<th>WE</th>
<th>WN</th>
<th>SN</th>
<th>SW</th>
<th>NS</th>
<th>NW</th>
<th>NE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimated</td>
<td>4</td>
<td>52</td>
<td>46</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Ground truth</td>
<td>4</td>
<td>52</td>
<td>47</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Accuracy (%)</td>
<td>100</td>
<td>100</td>
<td>98</td>
<td>-</td>
<td>-</td>
<td>100</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

(b) 3:41-3:46pm

<table>
<thead>
<tr>
<th></th>
<th>ES</th>
<th>EW</th>
<th>WE</th>
<th>WN</th>
<th>SN</th>
<th>SW</th>
<th>NS</th>
<th>NW</th>
<th>NE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimated</td>
<td>10</td>
<td>50</td>
<td>56</td>
<td>1</td>
<td>0</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Ground truth</td>
<td>11</td>
<td>51</td>
<td>55</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Accuracy (%)</td>
<td>91</td>
<td>98</td>
<td>98</td>
<td>-</td>
<td>-</td>
<td>100</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

(c) 3:46-3:51pm

<table>
<thead>
<tr>
<th></th>
<th>ES</th>
<th>EW</th>
<th>WE</th>
<th>WN</th>
<th>SN</th>
<th>SW</th>
<th>NS</th>
<th>NW</th>
<th>NE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimated</td>
<td>7</td>
<td>28</td>
<td>49</td>
<td>1</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Ground truth</td>
<td>7</td>
<td>28</td>
<td>48</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Accuracy (%)</td>
<td>100</td>
<td>100</td>
<td>98</td>
<td>-</td>
<td>-</td>
<td>100</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

(d) 3:51-3:56pm

<table>
<thead>
<tr>
<th></th>
<th>ES</th>
<th>EW</th>
<th>WE</th>
<th>WN</th>
<th>SN</th>
<th>SW</th>
<th>NS</th>
<th>NW</th>
<th>NE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimated</td>
<td>1</td>
<td>31</td>
<td>44</td>
<td>0</td>
<td>0</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Ground truth</td>
<td>2</td>
<td>29</td>
<td>46</td>
<td>0</td>
<td>0</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Accuracy (%)</td>
<td>50</td>
<td>94</td>
<td>96</td>
<td>-</td>
<td>-</td>
<td>100</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

(e) 3:56-4:01pm

<table>
<thead>
<tr>
<th></th>
<th>ES</th>
<th>EW</th>
<th>WE</th>
<th>WN</th>
<th>SN</th>
<th>SW</th>
<th>NS</th>
<th>NW</th>
<th>NE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimated</td>
<td>11</td>
<td>38</td>
<td>48</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Ground truth</td>
<td>13</td>
<td>43</td>
<td>49</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Accuracy (%)</td>
<td>85</td>
<td>88</td>
<td>98</td>
<td>-</td>
<td>-</td>
<td>100</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

(f) 4:01-4:06pm

<table>
<thead>
<tr>
<th></th>
<th>ES</th>
<th>EW</th>
<th>WE</th>
<th>WN</th>
<th>SN</th>
<th>SW</th>
<th>NS</th>
<th>NW</th>
<th>NE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimated</td>
<td>8</td>
<td>29</td>
<td>46</td>
<td>0</td>
<td>0</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Ground truth</td>
<td>8</td>
<td>28</td>
<td>46</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Accuracy (%)</td>
<td>100</td>
<td>97</td>
<td>100</td>
<td>-</td>
<td>-</td>
<td>88</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

(g) 4:06-4:11pm
4.4 Summary

In summary, this Chapter briefly discusses the last module of the overall traffic performance measurement system, which is the data mining module to extract the interested traffic data from the vehicle trajectories obtained from the previous vehicle tracking module. We also showed some results of traffic performance measurements with main focus on vehicle count for all directions of traffic. When compared to ground-truth measurements obtained from manual inspection of the videos, it is found that the accuracy on vehicle count is on average over 90%, which is improved compared 70% to 90% for a single-camera-based video system. As previous mentioned, the data mining module itself does not incur any accuracy loss given vehicle trajectories from the vehicle tracking module. Therefore, the error is strictly from vehicle tracking, for example, poor detection. For the data mining module, the main concern is its efficiency in terms of execution time.
Chapter 5. Summary and Conclusions

In this project, we have developed a multiple-camera tracking system for accurate traffic performance measurements for intersections and roundabouts. In Chapter 1, we review various methods for traffic performance measurements and conclude that camera based vision systems are preferred in this project. Traditionally, a single-camera-based vision system is used, but it suffers from limited camera view causing the vehicle occlusion problem. In this project, we propose to use a multiple-camera vision system, which has two main advantages compared to a single-camera system. On one hand, the multiple views from multiple cameras could help to significantly alleviate the vehicle occlusion problem and on the other hand, multiple views of the same vehicle give more evidence of the vehicle, which allows more robust tracking. In Chapter 1, we also describe the general processing flow for a multiple-camera tracking system.

We divide the proposed multiple-camera tracking system into three modules, the camera calibration module, vehicle tracking module and data mining module. In Chapter 2, we describe in detail the camera calibration module. In a multiple-camera tracking system, it is preferred to have a common world coordinate for all cameras. To achieve that, we define a square or a rectangular pattern for intersection traffic scenes, from which the common unique world coordinate is defined. We then extend the traditional method based on vanishing points for calibration of a single camera to multiple cameras. The extended method allows equation-based solving to derive initial camera parameters and then optimization to derive more robust camera parameters. Such an extended method is simple and efficient for camera calibration of intersection traffic scenes. With camera calibration, we can then estimate vehicle speeds and real-world distances from 2D images.

In Chapter 3, we describe in detail the vehicle tracking module, which has the most impact on the accuracy of traffic performance measurements. The vehicle tracking module has several steps of processing. First, the system takes pre-recorded videos from multiple cameras as inputs and applies the mixture-of-Gaussian background modeling method and a shaking-removal algorithm to segment objects. Then, the segmented objects are refined with image processing techniques. Subsequently, objects in the image coordinates are transformed to the world coordinates, followed by object extraction. The above several steps need to be repeated for each camera. Once objects are extracted, a correspondence check based on overlap is performed such that objects corresponding to the same one from different cameras are related. Giving the correspondence information, potential vehicles for the current image frame can be created. These potential vehicles are then associated with current vehicles that have been tracked up to the previous image frame based on overlap. There are several cases of association considered in our project. Based on these associations, current vehicles can finally be updated from potential vehicles so that current vehicles can now be tracked all the way to the current image frame. At each image frame, a current vehicle's state, including position, size, shape, etc., is recorded. By composing the states, each current vehicle's trajectory can be obtained, which is the output of the vehicle tracking module.

In Chapter 4, we present the data mining module of the developed system. The data mining module takes all vehicle trajectories from the vehicle tracking module as inputs and processes them to derive interested traffic data, such as vehicle count for all directions of traffic at
intersections, waiting time, accepted gap, rejected gap, etc. We discuss the algorithms to derive these data in Chapter 4 and also show practical experimental results. In this project, due to the limited camera view from both cameras, we mainly focus on the vehicle count. Extensive experiments on the real-world intersection have shown that the proposed data collection system can achieve, on average, 90% accuracy compared to ground truth, which is an improvement compared to the average 80% accuracy for a single-camera tracking system.

The proposed system can automatically collect traffic data with minimum requirements of manual inputs so that significant labor work and cost can be saved. Also, the system derives the complete vehicle trajectories, giving enough details to collect all types of interested traffic data. To the best of our knowledge, this project reports the first work on traffic performance measurement for intersections using a multiple-camera tracking system.

At the same time, we are also aware of the limitations of the developed system, which will be addressed in future work. First, the proposed system has not addressed night-time vehicle tracking, as vehicles are more difficult to detect at night. Second, vehicle shadow is also a difficult issue. Vehicle shadows could be recognized as part of the objects, which leads to tracking errors. Third, in general the vehicle segmentation results from the MoG algorithm can be further improved. This requires more sophisticated segmentation algorithms at the expense of processing time. However, better segmentation results could help to significantly simplify the vehicle tracking algorithm and improve tracking accuracy. Our analysis on the vehicle trajectories show that poor segmentation results cause significant trouble to the tracking algorithm. Fourth, with the current given segmentation results, the vehicle tracking algorithm can be improved as well to improve tracking accuracy. For example, more complex associations might need to be considered. Fifth, the current setup of the two cameras at the intersection gives very limited view even in the most zoom-out case as they are too close to the intersection; therefore, we have not evaluated other performance measures other than vehicle count so far.

Except addressing the above limitations, the other future work is to extend the proposed multiple-camera tracking system for traffic performance measurements at roundabouts. In this case, the three modules of the system all need some changes. For example, a new calibration method is required for multiple cameras at the roundabout. The vehicle tracking algorithm needs change, too, as the vehicle motion behavior is different.
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